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SUMMARY
In order to exploit Hessian information in Full Waveform Inversion (FWI), matrix-free truncated-Newton method can be used. In such a method, the Hessian-vector product can be estimated thanks to Fourier-domain simulations. Different from frequency-domain implementation, it is not feasible to store the whole time-dependent wavefields in time-domain FWI. The widely used recomputation strategy leads to computationally intensive tasks. In this work, we propose an affordable parsimonious alternative to compute such Hessian-vector product, thanks to a Fourier-domain compression and a “full scattered field” approximation of the wavefields involved. Numerical tests on multi-parameter Hessian-vector product construction illustrates that the proposed method can significantly reduce computational time within acceptable accuracy.

INTRODUCTION
With the success of application of mono-parameter FWI to field data in relatively simple geological environments (Warner et al., 2013; Operto et al., 2015), application of FWI to multi-parameter and complex environments attracts more and more attention to academia and industry (Operto and Miniussi, 2018; Plessix, 2019). In such a frame, the Hessian matrix plays an important role when involved in the non-linear optimization, in order to accelerate convergence rate, consider second order scattering and mitigate cross-talk between different parameters (Pratt et al., 1998; Fichtner and Trampert, 2011; Métivier et al., 2013; Pan et al., 2016). The truncated-Newton strategy relies on applying the Hessian information in a matrix-free fashion during the descent direction computation through a linear conjugate-gradient-based system and has been shown to be a powerful tool in FWI (Métivier et al., 2013, 2015; Pan et al., 2018; Yang et al., 2018).

The key ingredients of the truncated-Newton method are the construction of the gradient vector and Hessian-vector product via first and second order adjoint-state methods (Métivier et al., 2013). In frequency-domain, as storing single frequency-domain wavefields in memory is relatively cheap even for large scale problem, the cost of Hessian-vector product is not so expensive, in particular when direct solvers are involved (Métivier et al., 2013). However, it becomes much more expensive in the time-domain since storing a whole time-dependent wavefields in memory is challenging, and recomputation strategies have to be implemented leading to high computational cost (Yang et al., 2018). Source encoding (Castellanos et al., 2015) and subsampling shot strategy (Matharu and Sacchi, 2019) can be applied to reduce the computational cost in “coarse-grained” way. In this work, we propose a parsimonious approach for time-domain FWI in a “fine-grained” way, using all the shots for gradient, but relying on some approximations to significantly decrease the computation effort of Hessian-vector product.

Considering that frequency-domain wavefields are relatively cheap to store, and relying on the same kind of “on-the-fly” Fourier transform than the ones proposed for gradient building with phase-sensitive detection (Nihei and Li, 2007) or discrete Fourier transform (Sirgue et al., 2008), we can extract the Fourier-domain components of the wavefields on-the-fly and save them for several frequencies due to the band-limited nature of seismic data. Therefore, we can approximate the Hessian-vector product thanks to a Fourier-domain version with few frequencies. By doing that, we successfully avoid the computationally intensive task of reconstructing the first and second-order incident wavefields, in particular when viscous media are involved (Yang et al., 2016b).

In addition to this Fourier-domain approximation, a second improvement relies on the fact that the second-order incident and adjoint wavefields can be interpreted as first-order Born scattering wavefields generated from interactions between model perturbations and first-order incident and adjoint wavefields. Such equivalent first-order Born modeling is challenging to implement in 3D, as source terms of the second-order incident and adjoint wavefields are volumetric, time-dependent and related to the first-order wavefields. The physical meaning of the second-order incident and adjoint wavefields is related to linear wavefield change with a medium perturbation (Schuster, 2017). Relying on this physical interpretation and for small perturbations, we could approximate such second-order wavefields with the difference between one frequency-domain wavefield computed in unperturbed model and one computed in perturbed model.

In this work, we first introduce the brief theory of truncated-Newton algorithm for FWI with adjoint-state method. Then, we develop our proposed approximation formulation with on-the-fly Fourier-domain compression and the “full scattered field” approximation frame. An application to the synthetic 2D Valhall case is then presented.

METHODOLOGY
Truncated-Newton method in time-domain
FWI updates the model by minimizing the difference between the observed and predicted data, which can be formulated as a PDE-constrained optimization problem of the form

\[
\min_{m} \chi(m) = \frac{1}{2} \int_{0}^{T} ||Rw - d||^2 dt, \tag{1}
\]

subject to \( A(m)w - s = 0 \), \( w(x,t)|_{r=0} = 0 \),

where \( m \in \mathbb{R}^p \) is the model parameters of interest in model space, \( d := d(x_r,t) \) is the observed data at receiver location \( x_r \), \( R \) is receiver sampling operator, \( A(m) \) represents the forward modeling operator and \( s \) is the source term. In the framework of truncated-Newton method, the optimization algorithm can
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be described by the iteration
\[ m^{k+1} = m^k + \alpha^k \Delta m^k, \]
where \( \alpha^k \) represents step length at the \( k \)-th iteration. \( \Delta m^k \) is the model update direction and can be obtained by solving (or approximating) the Newton equation
\[ H(m^k)\Delta m^k = -\nabla \chi(m^k). \]
\( \nabla \chi(m) \) and \( H(m) = \nabla^2 \chi(m) \) are the gradient and Hessian matrix. With the adjoint-state method, the gradient of time-domain FWI can be given by
\[ \nabla \chi(m) = \langle \lambda, \frac{\partial A(m)}{\partial m} w \rangle_T = \int_0^T dr \lambda \frac{\partial A(m)}{\partial m} w, \]
where \( \lambda \) is the adjoint wavefield obtained by solving the first-order adjoint-state equation
\[ A^\dagger(m) \lambda = R^\dagger(d - Rw), \quad \lambda(x,t)|_{t=T} = 0. \]
It is important to point out that, different from the initial condition in the equation (1), the first-order adjoint-state equation contains a final condition, which indicates back-propagating the data residuals (Plessix, 2006). To construct Hessian-vector product \( H(m)r \) with second-order adjoint-state method, two extra equations are required to be solved:
\[ A(m)u = -\sum m_i \frac{\partial A(m)}{\partial m_i} w, \quad u(x,t)|_{t=0} = 0. \]
\[ A^\dagger(m) \mu = -R^\dagger Ru - \sum m_i \left( \frac{\partial A(m)}{\partial m_i} \right)^\dagger \lambda, \quad \mu(x,t)|_{t=T} = 0, \]
where \( r \in \mathbb{R}^k \) is the given vector, \( u \) and \( \mu \) are the second-order incident and adjoint wavefields, for which the source term depends on first-order fields. The full Newton Hessian-vector product can then be expressed by
\[ H(m)r = \langle u, \frac{\partial A(m)}{\partial m} \lambda \rangle_T + \langle \mu, \frac{\partial A(m)}{\partial m} w \rangle_T + \langle \lambda, \frac{\partial^2 A(m)}{\partial^2 m} w \rangle_T \]
We could make \( \partial^2 A(m)/\partial^2 m = 0 \) by selecting suitable parameterization when anisotropic parameters are not reconstructed. After constructing the Hessian-vector product with the chosen parameterization scheme, we can easily obtain Hessian-vector product of other parameterization schemes using the chain rule (Yang et al., 2018). Gauss-Newton Hessian, a semi-positive approximation of full Newton Hessian is widely used in practice, which is given by
\[ H(m)r = \langle \mu, \frac{\partial A(m)}{\partial m} w \rangle_T, \]
where \( \mu \) is defined by
\[ A^\dagger(m) \mu = -R^\dagger Ru, \quad \mu(x,t)|_{t=T} = 0. \]
In order to build the gradient vector (equation (4)) and Hessian-vector product (equations (8) and (9)), the forward and the backward wavefields have to be accessed simultaneously for the cross-correlation computation. As it is usually not feasible to store all the time-dependent incident wavefields for realistic application, check-pointing and recomputation strategies are often implemented (Griewank and Walther, 2000; Symes, 2007; Yang et al., 2016a). The main computationally expansive steps for time-domain full Newton Hessian-vector product construction are shown in Algorithm 1.

**Algorithm 1:** full Newton Hessian-vector product construction in the time domain

for \( it = 1 \) to \( nt \) do
update incident fields \( w(x,t) \) and \( u(x,t) \);
end
for \( nt = 1 \) to \( 1 \) do
update adjoint fields \( \lambda(x,t) \) and \( \mu(x,t) \);
reconstruct incident fields \( w(x,t) \) and \( u(x,t) \);
build the Hessian-vector product \( H(m) r \) in time-domain;
end

**On-the-fly Fourier Transform**

In order to avoid the computationally intensive tasks of recomputing the incident wavefields for Hessian-vector product in the time-domain, we consider using discrete Fourier transform to obtain frequency-domain wavefields, and we propose to approximate the Hessian-vector product by a frequency-domain version with only a small number of frequencies. The on-the-fly DFT of the forward wavefield \( w(x,t) \) is given by
\[ \tilde{w}(x,f) = \sum_{k=1}^n \exp(-2\pi ifk\Delta t)w(x,k\Delta t)\Delta t, \]
where \( f = \sqrt{-1} \), \( \tilde{w}(x,f) \) denotes frequency-domain wavefield. \( \Delta t \) is the sampling interval and is determined by the Nyquist theorem.

After obtaining the four frequency-domain wavefields, we can construct Hessian-vector product in the frequency-domain with two terms (the anisotropic parameters are not considered in this work).
\[ H(m)r = 2 \int_0^{f_{max}} \Re \left( \tilde{u} \frac{\partial \tilde{A}(m)}{\partial m} \tilde{\lambda} + \tilde{\mu} \frac{\partial \tilde{A}(m)}{\partial m} \tilde{w} \right) df, \]
where \( \tilde{A}(m) \) is the forward modeling operator in frequency-domain. \( \Re \) means taking the real part of complex number.

**Full scattered field approximation**

Let us consider the forward equation for computing the field \( w_1 \) governed by
\[ A(m+r)w_1 = s, \]
where \( r \) is a small model perturbation. The wavefield \( w_1 \) can be written as
\[ w_1 = w + \delta w, \]
where the wavefield \( w \) is the solution of
\[ A(m)w = s, \]
and \( \delta w \) can be seen as the “full scattered field” generated from the model perturbation \( r \) added to \( m \). This “full scattered field” can be decomposed as
\[ \delta w = \delta w_1 + \delta w_2 + ..., \]
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where \( \delta w_j (j = 1, 2, \ldots) \) is the \( j \)th-order Born scattered wavefield, which is recursively given by

\[
A(m) \delta w_j = - \sum_{m_i \in m} r_i \frac{\partial A(m)}{\partial m_i} (\delta w_{j-1}). \tag{17}
\]

For \( j = 1 \), wavefield in the source term \( \delta w_0 \) is defined as \( w \) (Schuster, 2017). One can recognize that, as \( j = 1 \), equation (17) is similar to equation (6), meaning that \( u \) is the first-order Born wavefield \( \delta w \) caused by the model perturbation \( r \).

From the previous development, assuming that \( r \) is small enough to neglect second and higher order scattered terms, we can approximate \( \delta w_1 \approx \delta w \), and therefore compute \( u \) as the difference between \( w_1 \) and \( w \), which gives

\[
\begin{align*}
A(m)w(x, t) &= s, \\
A(m + r)w_1(x, t) &= u(x) \approx w_1(x) - w(x).
\end{align*}
\]

By implementing this “full scattered field” approximation of \( u(x) \) in the Fourier domain, we only need to solve one wave equation for each Hessian-vector product, considering that \( \tilde{w}(x, f) \) is already known and stored.

For the second-order adjoint wavefields \( \mu \) in the full Newton approximation, the same strategy can be used, but leads to a small inaccuracy because of the \( R^t R \mu \) in the perturbed model instead of the originally unperturbed model:

\[
\begin{align*}
A^t(m) &\tilde{\lambda}(x, t) = R^t(d - R\lambda), \\
A^t(m + r) &\tilde{\lambda}_1(x, t) = R^t(d - R\lambda) - R^t R\mu, \\
\mu(x) &\approx \tilde{\lambda}_1(x) - \tilde{\lambda}(x).
\end{align*}
\]

By using the Fourier domain approximation of the wavefields, we end-up with the Algorithm 2 for the main steps of our “full scattered field” approximation.

Algorithm 2: full Newton Hessian-vector product with frequency-domain “full scattered field” approximation

\( \tilde{w}(x, f) \) and \( \tilde{\lambda}(x, f) \) are computed in the gradient construction

\[
\text{for } it = 1 \text{ to } nt \text{ do}
\]

- update incident fields by solving \( A(m + r)w_1(x, t) = s \);
- update the frequency-domain incident field \( \tilde{w}_1(x, f) \);

Approximate second-order incident field wavefront

\[
\tilde{u}(x, f) \approx \tilde{w}_1(x, f) - \tilde{w}(x, f);
\]

Approximate adjoint source for second-order adjoint wavefield

\[
R^t R \mu \approx R^t R \tilde{w}_1 - R^t R \tilde{w}
\]

\[
\text{for } it = nt \text{ to } 1 \text{ do}
\]

- update adjoint fields by solving \( A^t(m + r)\tilde{\lambda}_1(x, t) = R^t(d - R\lambda) - R^t R\mu \);
- update the frequency-domain adjoint field \( \tilde{\lambda}_1(x, f) \);

Approximate second-order incident field

\[
\tilde{\mu}(x, f) \approx \tilde{\lambda}_1(x, f) - \tilde{\lambda}(x, f);
\]

build the Hessian-vector product \( H(m)\mu \) with \( \tilde{w}, \tilde{\lambda}, \tilde{u} \) and \( \tilde{\mu} \).

Computational complexity analysis

The main computationally intensive steps of Gauss and full Newton Hessian-vector product construction are the wavefield simulations and the time-domain cross-correlation steps.

By analyzing algorithms 1, we can observe that the original time-domain formulation leads to 6 wavefield simulations per Hessian-vector product: 2 forward fields, 2 backward fields and 2 recomputation of forward fields backward in time or with checkpointing strategies.

Analyzing algorithm 2 shows that our frequency-domain “full scattered field” approximation only needs 2 wavefield simulations per Hessian-vector product: 1 forward and 1 backward fields, and no any recomputation steps which can be quite intensive in particular in viscou media.

NUMERICAL EXPERIMENTS

2D multi-parameter Valhall model shown in Figure 1 is defined on a regular grid \((nx = 281, ny = 704)\). The spatial interval is 12.5 m. A fixed-spread acquisition with 32 equally spaced sources on the surface and 489 equally spaced receivers placed at the top, left and right sides with interval of 25 m. The synthetic data is generated with second order in time and fourth order in space finite-difference modeling. Source function is Ricker wavelet with peak frequency of 5 Hz. The time discretization step is set to 1.5 ms. The maximum frequency considered here is about 12.5 Hz. 20 frequencies are extracted in the frequency-domain equally sampled from 0-12.5 Hz for Hessian-vector product.

The forward modeling operator \( A(m) \) discretizes an acoustic VTI wave equation (Yang et al., 2018). The computational times for constructing one Hessian-vector product via the two approaches, namely the time-domain implementation of Yang et al. (2018) and the frequency-domain “full scattered field” approximation of algorithm 2 are listed in Table 1. As expected, the proposed approximation allows to reduce significantly the recomputation tasks and therefore reduce the “time-to-solution” to obtain Hessian-vector product. It has to be noted that in attenuative media, the recomputation effort would be even bigger for the time-domain implementation, our approximation involve only forward-time propagation which are much less demanding.

Figures 2 and 3 show the Gauss-Newton and full Newton Hessian-vector product provided by the two schemes for velocity, density and attenuation parameters. Here, the negative gradient is used as the vector \( r \) for Hessian-vector product. As Hessian plays the role of convolution operator, \( Hr \) is a blurred version of the negative gradient. It can be noted that the proposed method provides solutions very close to the reference version in the time-domain with 20 frequencies considered here.

Table 1: Comparison of elapsed time per shot for Gauss-Newton and full Newton Hessian-vector product construction via two methods.

<table>
<thead>
<tr>
<th></th>
<th>Gauss-Newton</th>
<th>full Newton</th>
</tr>
</thead>
<tbody>
<tr>
<td>time-domain</td>
<td>306 s</td>
<td>570 s</td>
</tr>
<tr>
<td>proposed</td>
<td>84 s</td>
<td>91 s</td>
</tr>
</tbody>
</table>
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CONCLUSION
A parsimonious approach for the truncated-Newton method with a time-domain solver has been proposed via a “full scattered field” approximation in Fourier domain. This makes possible to reduce significantly the computational effort of Hessian-vector product, while maintaining an acceptable accuracy. Thanks to Fourier-domain compression, we can avoid the computationally intensive tasks of recomputing the incident wavefields. Full scattered field can effectively approximate the first-order Born scattered field when perturbation is small, which allows us updating second-order incident and adjoint wavefields without solving first-order incident and adjoint equations. Future work will tackle the number of frequencies required in the approximation and extension to 3D case.
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Figure 1: P-wave velocity (left column), density (middle column) and attenuation (right column) models. True models (first row), initial models (second row) and gradients in initial model (third row).

Figure 2: Gauss-Newton Hessian-vector product: P-wave velocity (left column), density (middle column) and attenuation (right column). Time-domain implementation (first row), “full scattered field” approximation in the frequency-domain (second row).

Figure 3: Full Newton Hessian-vector product: P-wave velocity (left column), density (middle column) and attenuation (right column). Time-domain implementation (first row), “full scattered field” approximation in the frequency-domain (second row).
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