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ABSTRACT

Full-waveform inversion (FWI) is an iterative locally linearized data-fitting technique. The FWI method attempts to move from an initial low-wavenumber representation of earth parameters to a broader representation of the medium. An issue with the method is that FWI is an ill-posed problem, oversampled for the numerical forward discretization. The success of the model parameter reconstruction can often be greatly affected by external factors such as the presence of noise in the input field data or other artifacts arising from the imaging condition present in the FWI gradient computation. We have developed a strategy for mitigating against the influence of such external factors by preconditioning the discrete data gradient using an efficient differential approach instead of the often used integral formulation. Such an application of a smoothing correlation operator allows one to use prior information to locally filter along expected geological dips while being consistent with faults. The application of this preconditioning strategy to real and synthetic 2D data sets illustrates how this incremental additional step makes the FWI workflow less sensitive to noise and spatial aliasing artifacts. Nothing prevents a possible 3D acoustic extension, thanks to the small added computer cost for this local filter application. Three-dimensional elastic FWI may require this inexpensive filtering strategy due to the prohibitive forward-modeling costs that could be partially mitigated by using a coarse shot increment in conjunction with gradient preconditioning.

INTRODUCTION

Full-waveform inversion (FWI) offers the promise of delivering a broadband representation of subsurface parameters by iterative linearized inversion of the seismic waveform objective function (Lailly, 1983; Tarantola, 1984). Although it is theoretically feasible to invert for the full set of parameters that describe wave propagation in complex media (Tóksöz and Johnston, 1981), the FWI method is most frequently used as a high-resolution velocity model building method (Fichtner et al., 2010; Plessix and Perkins, 2010; Sirgue et al., 2010; Tape et al., 2010; Peter et al., 2011; Zhu et al., 2012; Warner et al., 2013; Vigh et al., 2014; Borisov and Singh, 2015; Operto et al., 2015). Theoretically, the global minimum of seismic waveform misfit could be sought using global optimization methods (for an extensive review, see Sambridge and Mosegaard, 2002). Unfortunately, the computational cost of performing seismic waveform modeling many times and at high frequencies does not allow a thorough exploration of the solution space. The commonly applied approach is a local descent-based optimization with the first derivative of the objective function, the gradient being efficiently computed using the adjoint state method (Plessix, 2006). This first-order information can be complemented with the second-order information from the Hessian operator to improve the result and convergence speed (Pratt et al., 1998; Métivier et al., 2014).

The gradient of the misfit function can be seen as the zero-lag correlation of the forward and adjoint wavefields. The computation of the FWI gradient is therefore very similar to the reverse time migration (RTM) imaging condition. In FWI, instead of correlating the forward-propagated source with the back-propagated receiver wavefields as is the case in RTM, one correlates the incident wavefield with the back-propagated receiver residuals. The current model affects not only the back propagation but also the residual estimation, illustrating the nonlinearity of FWI. The gradient is generally estimated on the same grid as the one used with for the forward modeling.
This could result in a too-coarse grid for the seismic imaging condition inducing spatial aliasing artifacts. A second origin of spatial aliasing will come from the use of too few shots/receivers or from a too-large monochromatic frequency increment if FWI is formulated in the frequency domain (Siringo and Pratt, 2004). It is for these reasons that FWI is intrinsically ill posed. The model parameter reconstruction can be contaminated by artifacts that should be mitigated through the application of a local operator on the gradient controlling the expected parameter resolution and the prior information we may have from other interpretations.

The commonly applied forms of prior constraints can be subdivided into those based on regularization or preconditioning strategies. The regularization strategies apply a model-space penalty term to the waveform misfit objective function to enforce an auxiliary reduction goal, adding a model gradient contribution. Often, this penalty term involves a derivative stencil that will typically look to enforce smoothness (Tikhonov and Arsenin, 1977) or sparsity (Vogel and Oman, 1996; van den Berg and Abubakar, 2001; Vogel, 2002; Loris et al., 2007; Herrmann et al., 2009; Guittion, 2012). It is also feasible to regularize the solution using a geologically based prior model with uncertainties represented in a diagonal inverse covariance matrix (Asnaashari et al., 2012). Interactions between neighboring points of the model space allow us to consider a more general expression of the covariance matrix, but they are more difficult to manage in higher dimensional spaces. A common issue with these approaches is the selection of the correct regularization weight without being required to run the entire FWI process with a range of different values (Hansen, 1998, 2010) and the ambiguity involved in building a meaningful prior model with associated covariance matrix using limited and incomplete information. The strategy we shall consider here could be potentially applied to this regularization option, but we prefer to focus on the following preconditioning strategies related to the data-misfit gradient for this first application.

Preconditioning strategies provide an alternative approach to constrain the inversion approach. Unlike the regularization strategies, the preconditioning strategies can be seen to directly remove unwanted features in the data gradient. Harlan (1995) suggests that, instead of applying a penalty term that discourages complexity through derivative operators, we can perform a change of variable to a model space that builds model simplicity directly. This preconditioning approach has found acceptance in FWI because of its more efficient way of removing high-wavenumber artifacts than regularization procedures. Such preconditioning can be seen as a particular projection to smooth updates. Such projection approaches are nicely reviewed by Peters and Herrmann (2017), who compare regularization and projection methods in the frame of edge-preserving schemes in FWI. Guittion et al. (2012) use local inverse dip filters to ensure that model updates are aligned along local geologic dips. Such dip-based operators are often referred to as steering filters with some key examples being the wave-kill filter (Clabouss, 1992; Clapp, 2001), the plane-wave destruction filter (Fomel, 2002), and filters based on directional Laplacians (Hale, 2007). For these filters, it is efficient to calculate the dip filtering operator, its inverse and adjoint. The inverse of these dip filters are used to shape the updates along a desired direction.

In this paper, we present an alternative strategy based on an efficient differential application of multidimensional correlation filters (Wellington et al., 2017). The key difference between this and the model reparameterization approach is that, instead of shaping updates along the geologic dip with inverse dip filters, we propose to directly attenuate undesired features from the data gradient using low-pass wavenumber correlation operators. These correlation operators are built with extended correlation lengths in the orientation of the structural dip and very short correlation lengths orthogonal to dip. An added and novel aspect of the operators is that they are efficiently applied using a differential approach rather than an integral approach. We first present an application of this strategy to a subset of the Mar-mousi model before showing its effectiveness on a 2D field data line acquired over the northwestern continental shelf of Australia with broadband frequency content using legacy Broadseis technology (Soubaras and Whiting, 2011).

METHODOLOGY

The FWI process seeks to update the model parameters \( \mathbf{m} \) involved in the wave propagation, so that the misfit between the modeled \( \mathbf{d}_{\text{cal}} \) and observed \( \mathbf{d}_{\text{obs}} \) seismic wavefields is minimized using, for example, the least-squares misfit expression:

\[
C(\mathbf{m}) = \frac{1}{2} \| \mathbf{d}_{\text{cal}} - \mathbf{d}_{\text{obs}} \|^2.
\]

The calculated seismic data are deduced from the model parameters through the formal expression

\[
\mathbf{d}_{\text{cal}} = \mathcal{F}(\mathbf{m}),
\]

where the operator \( \mathcal{F} \) computes the seismic wavefield and extracts the solution at the receiver positions. Starting from an initial model \( \mathbf{m}_0 \), we update a current model \( \mathbf{m}_n \) at the iteration \( n \) with a perturbation model \( \Delta \mathbf{m}_n \) to define the new model \( \mathbf{m}_{n+1} = \mathbf{m}_n + \Delta \mathbf{m}_n \). In such a case, we need to look at the shape of the misfit function around the current model \( \mathbf{m}_n \) (for an FWI illustration, see Virieux and Operto, 2009). The model perturbation is given by

\[
\Delta \mathbf{m} = -\left[ \frac{\partial^2 C(\mathbf{m})}{\partial \mathbf{m}^2} \right]^{-1} \frac{\partial C(\mathbf{m})}{\partial \mathbf{m}} \bigg| _{\text{Hessian}\rightarrow \mathbf{H}_n} \bigg| _{\text{Gradient}\rightarrow \mathbf{G}_n}.
\]

The updated model \( \mathbf{m}_{n+1} \) can then be expressed as

\[
\mathbf{m}_{n+1} = \mathbf{m}_n - \alpha_n \mathbf{H}_n^{-1} \mathbf{G}_n,
\]

where the so-called “step-length” \( \alpha_n \) is applied to the perturbation vector.

In our approach, we only calculate the gradient using the adjoint state method (Plessix, 2006) and converge to a solution using the quasi-Newton LBFGS method (Nocedal and Wright, 2006; Brossier et al., 2009) that allows us to include approximated second-order information based on the previous model and gradient computations.

Gradient preconditioning

To limit the influence of undesired features such as previously discussed noise and aliasing issues, we propose to precondition the inversion using a spatial correlation operator applied to the gradient. The following development is performed in two dimensions, but extension to three dimensions would be straightforward. This correlation operator can be thought of as a local, 2D low-wavenumber filter that we use to remove undesired features from the gradient.
The standard FWI gradient
\[ G_n(x) = \frac{\partial C(m_n)}{\partial m} \] (5)
is therefore replaced by the preconditioned gradient
\[ G'^n(x) = \int G_{\text{Corr}}^{2D}(x)G_n(x)dx, \] (6)
where the operator \( G_{\text{Corr}}^{2D}(x) \) is a 2D correlation operator with two key features that we would require. First, the application of the operator to the gradient vector should add no significant time to the already costly FWI process. Second, we would like the operator to be locally oriented to prior locally defined geologic dips when available. The decay of the correlation coefficients should be slower when parallel with the local dip where the geology is expected to be more continuous. Correlation coefficients orthogonal to the structure can decay quickly because the geology typically varies much more rapidly along this direction, and we would like to maintain this expected resolution in the inverted results after the application of the correlation operator. Therefore, such a filter is essentially spatially anisotropic. Figure 1 illustrates this operator property for a single point \((x, z)\). At this central point, the correlation weight will be at a maximum; however, as we move away from an offset point \((x', z')\), the correlation weight decreases more or less rapidly depending on the local geologic dip. The rate of this decay is controlled by the locally oriented horizontal/vertical correlation lengths \(l_x\) and \(l_z\). Moreover, as the orientation of geologic dip is nonstationary, Wellington et al. (2016) show that one can neglect spatial variation of such parameters in the efficient differential formulation of this filtering, which is now shortly described.

To achieve these two objectives, in the case of this study, we use two successive inverse Bessel filter operators developed by Wellington et al. (2017) and Trinh et al. (2017), to approximate a 2D Laplacian correlation function. Such an inverse filter allows to calculate the preconditioned gradient by solving a simple linear system
\[ Ax = b, \] (7)
where \( A = G_{\text{Corr}}^{2D} \) is the discrete version of the inverse Bessel filter, the equivalent differential expression of the integral equation (equation 6). The solution vector \( x = G'^n \) is the filtered gradient, whereas the right side \( b = G_n \) is the raw gradient.

As shown in Trinh et al. (2017), the operator \( G_{\text{Corr}}^{2D} \) is positive definite. The linear-conjugate gradient approach is applied here to this well-posed linear system, which is solved in a few tens of iterations \(k\) until convergence is reached below the stopping criterion:
\[ \epsilon = \frac{\| b - Ax^k \|}{\| b \|} < 10^{-4}. \] (8)
The behavior of this preconditioned FWI strategy is highlighted in the following section, in which we consider a synthetic illustration on a subset of the Marmousi model (Martin et al., 2006) and a field data application on a Australian Broadseis data set.

**APPLICATION**

We present two 2D FWI applications of our gradient preconditioning strategy. The first uses a subset of the Marmousi model. The importance of the local anisotropic filtering to mitigate against noise is described as well as how dip and fault information can be included into the FWI workflow. The second example we present is a real data case study taken from the Northwest Shelf of Australia.

Time is initially taken to detail this interesting real data example with an FWI workflow that does not use gradient preconditioning. After an initial investigation, our preconditioning strategy is used to mitigate against spatial aliasing effects that arise from coarse shot sampling. Running a coarse shot modeling increment will provide significant promise for decreasing the computational cost involved in FWI especially in 3D and elastic configurations (Trinh et al., 2019).

**Marmousi synthetic model**

We apply preconditioned FWI to a subset of the Marmousi model. The subset is selected to illustrate the effect of the filter application in the reconstruction of the tilted fault blocks present in the true velocity model via FWI. We start the inversion from a smoothed initial model constructed by applying a 500 m isotropic Gaussian smoother to the slowness of the true model. The goal of FWI is the reconstruction of intermediate- to high-wavenumber content present in the true \( V_p \) model (stratigraphy in the rifted fault blocks, including two gas-charged sand zones). This level of detail is absent from the initial model that only contains the low-wavenumber velocity trend (Figure 2). The FWI velocity model is discretized using a 10 m grid, and it is composed of 130 cells in the vertical and 390 cells in the horizontal direction. We use frequency-domain FWI with the SEISCOPE open-source tools TOY2DAC and the SEISCOPE Optimization toolbox (Métivier and Brossier, 2016). A fixed-spread acquisition is used with receivers every 10 m and sources every 65 m. Our FWI application simultaneously inverts the nine frequencies between 4 Hz → 20 Hz (2 Hz increment), and we investigate the success of FWI for a very noisy (signal to noise = 0.1) and noise-free data sets.

![Figure 1. An example of anisotropic correlation functions.](image)

(a) The horizontal correlation length \(l_x\) is longer than the vertical \(l_z\), meaning that the correlation weights decay much more rapidly in the vertical direction versus the horizontal direction. (b) The same correlation lengths have been rotated by 45° to the arbitrary orthogonal directions \(l_x\) and \(l_z\). Such a rotation is important if we want to align our anisotropic operator parallel with the stratigraphic dip.
The Marmousi synthetic example is used to explore the effect that incrementally adding prior information has on the model parameter reconstruction. We first look at the effects of preconditioning using an anisotropic correlation filter in which the correlation length in the horizontal direction is extended relative to the vertical direction. The complexities of the Marmousi model also allow us to investigate the effect of orientating this filter with dip and also relaxing it at the structural discontinuities (the faults). The utility of these prior constraints is quite important, especially in the case in which the observed data \( d_{obs} \) are contaminated with noise.

Our anisotropic correlation filter is constructed using orthogonal correlation lengths \( l_x \) and \( l_z \), of 75 and 10 m, respectively. There are a couple of considerations to be made when selecting these correlation lengths. First, we are looking to maximize the reconstruction of the geologic contrasts that are in the velocity model. When there is zero dip, the largest variations tend to occur in the vertical direction as we pass through stratigraphic layers. Therefore, we choose our vertical correlation length \( l_z \) to be as small as possible in this orientation. We apply our filter by solving a discretized least-squares linear system and have found that the smallest the vertical correlation length can be in practice to avoid numerical artifacts is half the grid-cell size. The selection of the horizontal correlation length \( l_x \) on the other hand should be much larger than \( l_z \) allowing filtering/summation parallel with the stratigraphic boundaries. Because the filter is in essence a low-pass wavenumber, \( l_x \) should depend on the minimum wavenumber that we should be expecting to be contributing to a coherent update in the model. This will depend on the wavefield energy that is mapped into the gradient imaging condition and will be a function of propagation frequency, local velocity, and acquired scattering angles. There is no reason that these correlation lengths need to be fixed during inversion, and the correlation lengths may also vary spatially. For our example, we have selected constant quantities purely for simplicity.

The geologic dip in this subset of the Marmousi model is not constant or negligible (a maximum dip of 50°). Therefore, we also investigate the importance of rotating these correlation lengths \((l_x, l_z)\) to the true structural dip \((l_{x}^d, l_{z}^d)\). Horizon information provided by Martin et al. (2006) is gridded to correctly represent this dip field (Figure 3). The longest correlation length \( l_z \) is locally aligned with the geologic dip. Although not explored in this paper, automatic dip estimation from depth migrated images could be implemented in real data cases. Such a strategy is used by Guitton et al. (2012), but it is beyond the scope of this study focused on the efficient correlation filter application.

The final constraint that we test is the relaxing of the correlation filter anisotropy magnitude near the faults. It may be possible to select these fault locations from migrated images or any other equivalent strategy. In our case, we consider them as known inputs. As the Euclidean distance between approximate fault location increases, the large correlation length \( l_z \) decreases toward the value of the small correlation length \( l_x \) (Figure 4). The rate of this transition could be very slow if the location of the faults is highly uncertain. The \( l_z \) correlation length is kept constant at 10 m as in the previous cases. Our discrete operator \( A \) can handle spatial variations of the correlation parameters as long as they vary smoothly (Trinh et al., 2017).

A schematic behavior of the preconditioning operator for the various correlation configurations is shown in Figure 5. In the case in which just the anisotropic constraint is applied, the raw gradient \( G \) is filtered by the same 2D correlation operator for every point in space to calculate the preconditioned gradient \( G_n \). Because this operator is anisotropic, a contour of constant correlation weight forms an ellipse. When the dip is included, the long axis of the ellipses becomes \( l_x \) aligned parallel with the local dip field. The final added constraint means that, at the faults, the operator becomes isotropic and mild to preserve potential sharp details at the faults while remaining anisotropic and aggressive elsewhere.

The gradient at the first iteration is shown for the different cases of constrained and unconstrained FWI. Figure 6a shows the unconstrained FWI gradient when no additional noise has been added to the observed data. In this case, we see that the gradient will update the initial model with a lot of structural/stratigraphic features that are present in the true model. Figure 6b shows the gradient that is obtained when Gaussian noise is added to the observed data. One can see that the stratigraphic layers are reconstructed in addition to some weak noise. With no constraint present in the inversion

![Figure 2](image1.png)  
Figure 2. The subset of the Marmousi synthetic model used for FWI investigation. (a) True model and (b) initial model.

![Figure 3](image2.png)  
Figure 3. Dip field calculated by gridding the original Marmousi horizons provided in Martin et al. (2006). A value for dip exists for every grid point, and the black arrows show the orientation of the longest correlation length \( l_z \).

![Figure 4](image3.png)  
Figure 4. A variable \( l_x \) model to add details nearby fault planes. The variable \( l_x \) model increases \( l_x \) from 10 m at the faults to a maximum of 75 m as the distance from the fault increases.
to mitigate against the undesired noise imprint, it will be added into the reconstructed model result at each iteration. We attempt to combat these undesired artifacts by using our correlation-based preconditioner.

First, we apply the anisotropic correlation filter that does not align it with the local geologic dip (Figure 6c). Although the magnitude of the noise imprint in the preconditioned gradient is slightly minimized compared with the unconstrained gradient, there has been horizontally oriented smearing of the stratigraphic layers and noise content. The resolution of some of the thinner dipping features has been impacted by this smearing and there is deterioration from the noise-free unconstrained case in Figure 6c. On the right side of the model in which the geology is quite close to horizontal, the reconstruction of subtle stratigraphic layering is good. Several details attenuated in the dipping beds are preserved when the dip is used to correctly align the correlation operator (Figure 6d). An issue with this improved result is that as we move from one fault block the assumption of a large correlation length along the dip is no longer valid: The geology does not vary slowly parallel with the dip due to the discontinuity across the faults. When we decrease the anisotropy of the correlation operator near the faults, we are able to sharpen the terminations on either side (Figure 6e). This result is due to the fact, at the faults, the correlation filter is mild and it penalizes wave-numbers of all orientations equally. It is important to note that, by relaxing the correlation lengths at the fault, we do allow some additional noise into the inversion. This can be seen when we compare our preconditioned FWI results for the noised (Figure 6e) and noise-free (Figure 6f) \( d_{obs} \) cases.

To more clearly understand how the different gradient preconditioning operators affect the reconstructed FWI velocity model, we show the result after 30 iterations for all the cases (Figure 7). In the first case when no preconditioning is applied (Figure 7b), a lot of details related to the dipping stratigraphic structure and fault planes are visible in the gradient, but an additional overprinted spatially uncorrelated noise appears. With no constraint to prevent this random noise mapping into the model space, its amplitude will increase as we iterate. In the second case, the filter application with zero-dip values decreases the imprint of the noise and also affects much of the wanted stratigraphic details and faults. By including the true-dip values, we are able to recover more stratigraphic details from dipping events, but only when we include the variable \( l_z \) field are the fault successfully terminated.

![Figure 5. A graphical illustration of the anisotropic correlation operator applied to precondition the FWI result at each iteration. Shown is the results for (a) anisotropic operator \( l_x = 7.5l_z \). (b) Anisotropic operator \( l_x = 7.5l_z \) aligned to the local dip. (c) Anisotropic operator \( l_x = 7.5l_z \) aligned to the local dip and relaxing to a weaker isotropic filter at the fault locations. The ellipses represent a constant correlation weight relative to the center point.](image)

![Figure 6. Gradient at the first iteration. (a) Noise-free, no preconditioning. (b) Noised, no preconditioning. (c) Noised, anisotropic preconditioner. (d) Noised, anisotropic preconditioner aligned to dip. (e) Noised, anisotropic preconditioner aligned to dip and honoring faults. (f) Noise-free, anisotropic preconditioner aligned to dip and honoring faults.](image)
that the computational cost of the filtering operation is insignificant when compared with the cost of the FWI gradient computation (<1%). If there is a desire to add additional fine detail, the preconditioner can be further relaxed or alternatively removed for the later iterations.

The convergence behavior of our examples is shown in Figure 8. It is evident that the strong noise limits our ability to significantly decrease the normalized objective function. The noise-free example, though, is able to decrease the objective function by more than 90%. A good sign for the gradient preconditioning strategy is that the convergence rate for all cases does not appear to be severely hampered by the correlation operator.

The convergence behavior of our examples is shown in Figure 8. It is evident that the strong noise limits our ability to significantly decrease the normalized objective function. The noise-free example, though, is able to decrease the objective function by more than 90%. A good sign for the gradient preconditioning strategy is that the convergence rate for all cases does not appear to be severely hampered by the correlation operator.

The potential benefit of our preconditioned FWI is now evaluated on a 2D field example. Our data set comprises a 31.25 km long 2D Broadseis data set acquired with an 8 km streamer. This legacy data set is acquired across the northwestern Australian continental shelf margin. Our investigation involves the imaging improvement that could be obtained by applying FWI in this environment with a focus on the target level at approximately 3 km depth. The anisotropic preconditioning operator is used to explore how effectively we can mitigate undesired artifacts that manifest in the reconstructed velocity parameter from using an increasingly sparse number of shots. Our workflow could save significant computation time for 3D and even elastic FWI without significantly degrading the resulting image. This allows for a significantly decreasing cost of performing FWI.

Previous legacy work on this data set includes a conventional time imaging workflow comprising designature, noise attenuation, stacking velocity analysis, and prestack time migration (preSTM). A full-angle stack of the preSTM (Figure 9) shows the transition of the water depth from the shallow continental shelf (<100 m) on the right of the line to the deeper (>1000 m) water on the left. A series of rifted Triassic fault blocks visible from approximately 3500 ms occur in the Triassic Mungaroo Formation, a known and highly productive hydrocarbon play. Two large vertically elevated Triassic horst blocks are annotated in Figure 9 (the black arrows). In both of these horsts, gas fields were discovered with traps formed due to favorable up-dip juxtaposition of the gas sands in the horst with shales in the adjacent down-thrown grabens. The Triassic Mungaroo Formation exhibits a significant increase in interval velocity relative to the strata above due to a much deeper burial history. The geology up to the seafloor is fairly benign and of constant thickness except for a few key features. A high-velocity feature is present on the right side of the line (the pink arrows). This feature is of importance and will be discussed in detail later because it limits the penetration of diving wave energy. The line also crosses the shelf margin (the red

**Australian Broadseis data set**

The potential benefit of our preconditioned FWI is now evaluated on a 2D field example. Our data set comprises a 31.25 km long 2D Broadseis data set acquired with an 8 km streamer. This legacy data set is acquired across the northwestern Australian continental shelf margin. Our investigation involves the imaging improvement that could be obtained by applying FWI in this environment with a focus on the target level at approximately 3 km depth. The anisotropic preconditioning operator is used to explore how effectively we can mitigate undesired artifacts that manifest in the reconstructed velocity parameter from using an increasingly sparse number of shots. Our workflow could save significant computation time for 3D and even elastic FWI without significantly degrading the resulting image. This allows for a significantly decreasing cost of performing FWI.

Previous legacy work on this data set includes a conventional time imaging workflow comprising designature, noise attenuation, stacking velocity analysis, and prestack time migration (preSTM). A full-angle stack of the preSTM (Figure 9) shows the transition of the water depth from the shallow continental shelf (<100 m) on the right of the line to the deeper (>1000 m) water on the left. A series of rifted Triassic fault blocks visible from approximately 3500 ms occur in the Triassic Mungaroo Formation, a known and highly productive hydrocarbon play. Two large vertically elevated Triassic horst blocks are annotated in Figure 9 (the black arrows). In both of these horsts, gas fields were discovered with traps formed due to favorable up-dip juxtaposition of the gas sands in the horst with shales in the adjacent down-thrown grabens. The Triassic Mungaroo Formation exhibits a significant increase in interval velocity relative to the strata above due to a much deeper burial history. The geology up to the seafloor is fairly benign and of constant thickness except for a few key features. A high-velocity feature is present on the right side of the line (the pink arrows). This feature is of importance and will be discussed in detail later because it limits the penetration of diving wave energy. The line also crosses the shelf margin (the red

**Figure 7.** Inversion result after 30 iterations. (a) Noise-free, no preconditioning. (b) Noised, no preconditioning. (c) Noised, anisotropic preconditioner. (d) Noised, anisotropic preconditioner aligned to dip. (e) Noised, anisotropic preconditioner aligned to dip and honoring faults. (f) Noise-free, anisotropic preconditioner aligned to dip and honoring faults.

**Figure 8.** Convergence curve for the inversion results after 30 iterations. A much greater reduction in the normalized objective function \( C(m) \) is obtained for the noise-free cases. The general rate of convergence for the noise-free and noised case is not significantly affected by our gradient preconditioning strategy.
arrows), which presents imaging issues due to the sharp velocity variations over a distance of less than 8 km acquired streamer length. Many of these issues are further complicated due to anticipated “out-of-plane” 3D effects. These will be ignored for this 2D FWI study.

For FWI application, an initial depth velocity model is built up by merging expendable bathythermographic data that describe velocity variation in the water column with a 2 km coarse grid of stacking velocities (for an extensive review, see Wellington et al., 2015). The resultant interval velocity model is gridded at 25 m and is shown in Figure 9 stretched back to time. This initial velocity model lacks resolution for several features previously discussed. The sharpness and morphology of the water bottom velocity contrast appear to be less than what is seen in the prestack time migration (PSTM) image. Some of the details of the high-velocity zone to the right of the line are also absent. The sharpness of these features within the velocity model should not be expected when using a time-imaging workflow.

For the data input into FWI workflow, minimal preprocessing is performed. Data taken from the navigation merged field tapes have a spectral whitening process and a 3D-to-2D correction ($T^2$) gain applied. FWI is performed in the time domain using a multiscale workflow (Bunks et al., 1995). We invert over six second-order Butterworth frequency bands. The lowest frequency introduced into the inversion is 3 Hz with the highest one being 12.5 Hz. At the beginning of the inversion, for each frequency band, source estimation is performed using the standard approach (Pratt, 1999) over the entire shot record. Once the source is inverted, it is kept constant for the entire inversion of the band and velocity and density are inverted simultaneously using an LBFGS algorithm. The inverted velocity result from each band serves as the input to the subsequent frequency band, whereas the density model at each frequency band is initialized from a constant density model. Using the density in this way allows for an effective means for inverting for the density contrast at the seafloor, which we expected to be quite rugose. Several elastic amplitude effects expected to be present in the inversion are also anticipated to be partially absorbed by the density parameter (Przebindowska et al., 2012).

In this example, FWI has been performed with slightly different configurations regarding the number of modeled shots. The data set has a shot spacing of 17.5 m and a stable inversion result can be obtained using every fifth shot in the computation of the gradient. Figure 10a shows the gradient computed using every fifth shot. This gradient is computed from the first iteration of the first frequency band. When this shot increment is increased (Figure 10b), vertically oriented artifacts are added. As in the Marmousi case presented previously, if no effort is made to attenuate these features, they will manifest in the reconstructed acoustic model $V_P$. To mitigate these artifacts, we precondition the FWI gradient with our anisotropic correlation function using correlation lengths of $l_x = 300$ m and $l_z = 25$ m. The selection of the vertical correlation length $l_z$ in this case is set to match the velocity grid cell size (25 m), whereas the horizontal length $l_x$ was chosen from trial and error. As was discussed in the Marmousi case, it likely makes more sense to vary this horizontal correlation length based on the local velocity field and the highest wavenumber we should expect in our inversion given the propagation frequency. Investigation of the gradient wavenumber spectrum at early iterations would likely provide good clues on how this should be parameterized. For simplicity, these considerations are ignored for the case we show and a constant value of the correlation length is applied. The implementation of this operator is identical to the Marmousi case; however, due to the limited structural dip (<5°), there is no need to rotate the correlation filter. This filtering strategy allows for a strong attenuation of the vertically
orientated aliasing features while maintaining the geologic detail that we are looking to reconstruct in our model $V_p$.

The inversion results shown (Figure 11) are obtained after approximately 100 iterations, with the inversion of each band terminating when the decrease in the objective function goes below a set threshold or there is a failure in the line-search calculation. The results clearly show the effect of the shot decimation. The inverted velocity model has a lot of undesired artifacts introduced due to the vertically oriented aliasing artifacts mapping into the velocity parameter at each iteration. By applying the correlation filter, we are able to mitigate these artifacts without compromising the velocity model reconstruction. This decreases the cost of the FWI gradient computation by a factor of four. A clearer way of understanding what details FWI has added to our initial model is shown in Figure 12. This plot illustrates the difference between the initial model $V_p$ and our inverted results. Unlike the FWI gradient shown at the first iteration (Figure 10), we here see the total changes to the velocity model because we iterate and sweep through higher frequency bands in FWI. The strength of the vertically orientated noise in the shot decimated case is very clear when no preconditioning has been applied. The similarity between the undecimated shot and the decimated shot case with preconditioning is quite striking. This is especially interesting because it suggests that, after approximately 100 iterations, the preconditioning filter has not corrupted the FWI result but has instead acted as a necessary, but relatively mild, constraint that locally attenuates undesired wavenumbers. There are also some interesting features in the velocity model in the every fifth shot case (undecimated). These can be seen near the water bottom in the shallow water on the right and also on the left side of the line. Many of these almost vertically oriented features can be attributed to local differences in illumination and sampling issues that manifest in the gradient imaging condition. The wavenumber spectrum of the total update (Figure 13) highlights that the dominant portion in all cases is the vertically orientated wavenumbers close to $K_x = 0$. Both cases without preconditioning have strong intermediate to high $K_x$ features. These are most likely the aliasing effects we see in the imaging condition coming from too coarser shot increment or the local differences in illumination that map into the model parameter reconstruction due to the ill posed nature of the inversion problem. We restricted these wavenumbers via applying a horizontal correlation length and can see improvements in our preconditioned result. As was the case in the Marmousi example, the path and rate of convergence of the objective function (Figure 14) is similar for all the cases.

To better understand the illumination differences, we look at a shot record taken from the location of the Triassic gas field on the left side of the line (Figure 15). The shot record compares the match to real data before versus after FWI. The improvements to the match are seen on the near and far offsets. Two key events on the far offsets are shown in the green (the first arrival) and the red (a deep refracted arrival). Note that, after FWI, there is a good match between the modeled and true shot records. These transmitted events are interpreted to be responsible for most of the significant improvements to the velocity model. Ray-tracing analysis performed in the initial velocity model (Figure 16) highlights the penetration of the first arrivals (red) as well as showing where there will be later transmitted waves received within the acquisition spread on the far left of the line. These refracted arrivals are present due to the lack of a large velocity inversion on the left side of the line. The presence of this refracted arrival coincides with the low-wavenumber uplift we see in our FWI velocity update as well as some of the vertically orientated features that have manifested themselves in the velocity model. The preconditioned result has mitigated against these non-geologic vertical features while preserving the information parallel with the geologic strata.

![Figure 11. The effect of shot decimation on the final FWI result. (a) Every fifth shot, (b) every 20th shot, and (c) every 20th shot with gradient preconditioning ($l_x = 300$ m and $l_z = 25$ m).](image1)

![Figure 12. The difference between the FWI result and the initial velocity model for (a) FWI performed using every 5th shot, (b) FWI performed using every 20th shot, and (c) FWI performed using every 20th shot with gradient preconditioning applied.](image2)
To assess the improvement that the updated velocity models have provided in the image domain, an RTM has been performed on common-offset sections to allow generation of a stack and common-angle gathers. This was computed over the length of the entire line using the data that were input into the final frequency band of FWI (max frequency of 12.5 Hz). These are computed for the initial velocity model in addition to the various FWI results (Figure 17). One of the key areas of improvement is highlighted by the red arrows, in which the top of the Triassic gas field on the left side of the line is better reconstructed on the stacks and flatter on the common-angle gathers. This is interpreted as a satisfactory FWI result when applied to a 2D line from a rather crude initial model.

**DISCUSSION**

The two discussed examples highlight how undesired artifacts from noise and aliasing can manifest in the reconstructed velocity

![Figure 13](image13.png)  
**Figure 13.** The wavenumber spectrum of the difference between the FWI result and the initial velocity model for (a) FWI performed using every 5th shot, (b) FWI performed using every 20th shot, and (c) FWI performed using every 20th shot with gradient preconditioning applied. The dashed black lines show the location of the zero wavenumber in the $K_x$ and $K_z$ orientations.

![Figure 14](image14.png)  
**Figure 14.** Convergence curve for the inversion results. The normalized objective function $C(m)$ is shown for each case and returns to 1.0 at the start of each frequency band input into the inversion.

![Figure 15](image15.png)  
**Figure 15.** A comparison of a shot at the location of the left gas bearing Triassic horst from (a) before and (b) after the FWI process. The colored arrows highlight several key points of improvement. Blue, water bottom reflection; black, near-offset reflections at the top of the Triassic horst; green, diving wave; and red, postcritical reflection from near top of the Triassic horst.
parameter if prior information is not used to diminish them. Our presented preconditioning strategy is attractive due to several notable advantages that it possesses. The filter behind the preconditioning approach is an efficient directional low-pass filter, which means that, if there were uncertainty over the position of faults, the stratigraphic orientation, or the discontinuities’ location, longer correlation lengths could be used to initially add incremental details to the velocity model prior to using shorter and more deterministic correlation length and dip fields. The ability to use variable correlation lengths, and dip fields at the later iterations means that, as the position of faults and fine detail become apparent, the smoothing constraints can be relaxed at these local regions to maximize the reconstruction of high wavenumbers near the discontinuities. At much later iterations, it is an option to remove preconditioning all-together and run the inversion with the unpreconditioned gradient. Although not implemented here, it is also likely that the horizontal correlation length could be automatically parameterized based on the maximum expected wavenumber we should expect given the local velocity and propagation frequency.

Another important result is that in the case of the Marmousi model, when the correct prior information was included, the model parameter reconstruction is very similar to the result without preconditioning. This suggests that our strategy is not overly aggressive and does not drastically alter the optimization path of the model evolution. This is also supported from the convergence curves presented for the synthetic and real data examples.

A second strength of our preconditioning approach stems from a shortcoming of FWI relative to other velocity model building. FWI is computationally intensive due to the cost of the forward modeling of the source and adjoint fields required to calculate the FWI gradient. A significant ongoing effort within the research community is focused on how to decrease this cost. Two key strategies to tackle this problem are (1) increasing the speed of modeling of an individual shot or (2) decreasing the number of shots needed for FWI gradient estimation via source encoding strategies (Herrmann et al., 2009; Krebs et al., 2009). Both of these strategies have potential, but they probably do not provide a complete answer especially in the cases of sparse acquisition, large 3D environments, and in elastic FWI, in which cost and practicalities mean that imaging artifacts can leak into the FWI gradient computation and subsequently the model parameter reconstruction. The 2D field data example we show highlights that we can mitigate against aliased information and imaging artifacts. There is no reason why this method will not be successful in 3D and elastic configurations in which the computational cost is much higher. The computational cost of applying the correlation filter in 3D on regular finite-difference grids typically used for acoustic FWI (Welington et al., 2017) and also in irregular spectral element method grids for elastic FWI (Trinh et al., 2017) is very small relatively to the cost of the gradient.

CONCLUSION

An efficient preconditioning strategy for FWI, based on a differential formulation of a local, multidimensional anisotropic correlation filter operator is promoted on 2D synthetic and real examples. A discretization of this differential expression leads us to a linear system to be efficiently solved by a conjugate gradient technique. By using limited or detailed prior information, we are able to remove unwanted features of the FWI reconstruction coming from data noise, acquisition (sub)-sampling, and inherent over-discretized model representation of FWI protocol. A key benefit of our approach is that the removal of these unwanted artifacts does not appear to involve the need for additional iterations or significantly greater computational effort. Further real data examples, extensions to 3D, and other uses of the multidimensional correlation operators are foreseen in future studies, whereas the extensions to 3D elastic FWI workflow are also in progress.
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