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Benefits of Polarization Observables for Imaging Very Shallow Media by Full Waveform Inversion
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SUMMARY

Conventional seismic surface wave methods, usually used in engineering and environmental geophysics, might fail to image very shallow structures (few meters) in the presence of strong lateral variation. In such a case, Full Waveform Inversion (FWI) might be an alternative method. However, the predominance of very energetic surface waves, can induce specific issues that need adapted inversion strategies. Furthermore, in practice fitting accurately measured amplitudes is not always an easy task because of the source coupling effects, the differences between 2D/3D modeling, and the effect of attenuation which is often a poorly known parameter. For this purpose, phase-based observables are good candidates for robust (FWI) inversion. However, some limitations of this observable in the case of very shallow structure FWI imaging are shown in this study. To overcome these limitations, it is proposed to take advantage of the vectorial nature of multicomponent measurements by defining new observables related to the wave polarization. In this study, the shape of the cost function associated to different polarization observables is studied for a medium with a very shallow interface.
Introduction

In order to infer the mechanical properties of the near-surface, the analysis of the dispersion of surface waves (MASW) is one of the most routinely used method, but relies on very smooth lateral variations assumption. In case of strong lateral variations (Bodet et al., 2005), this method may fail to properly recover the mechanical properties of the subsurface. In such a case, Full Waveform Inversion (FWI) might be an alternative method. FWI has been formulated in the middle of the 80’s and is currently an active research field for exploration seismology (Virieux and Operto, 2009) and more recently for regional/global Seismology (Lekić and Romanowicz, 2011).

In the context of near-surface imaging, the application of FWI is not straightforward as it requires to consider the specificities of the near-surface (Bretaudeau et al., 2013). For example, the different seismic arrivals are often mixed in the time domain, making their separation difficult. Often, surface waves needs to be explicitly inverted because they contain information about the shallowest parts of the media under investigation. Another issue of FWI is the ability to predict the amplitudes of the measured data. Even with accurate two-dimensional modeling codes, several points prevent an accurate reproduction of true amplitudes. First, it would be necessary to consider the wave propagation in 3D, but often the computational cost of these simulations become prohibitive. Moreover, the attenuation parameters are often not known enough accurately and their estimation are not obvious, when velocities are unknown.

In order to mitigate the dependency of the inversion to seismic amplitudes, it is possible to use alternative observables in the minimization process. Ellefsen (2009) imaged quantitatively the $V_s$ parameter using phase observables and complex frequencies, but he deliberately neglected surface waves which are a precious source of information for estimating $V_s$ parameter. Since the multicomponent acquisition systems are becoming more tractable from a practical point of view, some authors as Sears et al. (2010) have used developed specific inversion strategies for multicomponent data. Up to the authors knowledge, excepted the work of Barnes and Charara (2010) in which correlation matrix between the different components have been introduced in order to better constrain the FWI in the data domain, it appears that all the studies using multicomponent data have considered them as a set of independent monocomponent signals.

In this study, multicomponent data will be introduced by using polarization attributes. Seismologists have already made attempts to use the amplitude of the horizontal to vertical component ratio (H/V ratio or ellipticity). Firstly, Boore and Nafi Toksoz (1969) showed the complementarity of the ellipticity and the phase velocity observables. Then, the H/V ratio becomes a widely tool to study site effects with microtremor data and more recently several attempts (Arai and Tokimatsu, 2005) have been done to combine the inversion of the surface wave dispersion with the inversion of the H/V ratio. In context of the FWI method, the polarization observables might be "a priori" interesting observables for several reasons: source coupling effects should be removed, multicomponent measurement can be introduced in a natural framework and these observable are sensitive to velocity contrasts in the shallow part of the media (Tanimoto and Rivera, 2008).

Methodology

The basic idea of our methodology is to compare different cost function involving different observables. In order to do so, we consider a reference model composed of two layers. Then, a grid analysis is performed by varying the parameters $V_p$, $V_s$ and depth of the interface.

<table>
<thead>
<tr>
<th>Parameters of the top layer</th>
<th>$V_p$</th>
<th>$V_s$</th>
<th>$\rho$</th>
<th>$Q_p$ and $Q_s$</th>
<th>Depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters of the bottom layer</td>
<td>1350 m/s</td>
<td>620 m/s</td>
<td>1.7</td>
<td>100</td>
<td>$\infty$</td>
</tr>
</tbody>
</table>

Table 1 Table providing the mechanical properties of the reference model

The properties of our configurations are summarized in tables 1 and 2. In fact, only two parameters are varying independently : for all the models the value of $\rho$, $Q_p$, $Q_s$ are kept constant and the value of $V_p$
in order to take into account a bandwidth compatible with near-surface conditions, only frequencies between 20Hz and 120Hz are considered.

The standard form of the cost function for the formulation of the FWI method in the frequency domain (Virieux and Operto, 2009) is a quadratic function (1) of the residues summed over all pulsations (ω) and all source-receiver couples (xsr, xrec). The residue is the difference between the computed observables (function of the parameter of interest m) and the observed data dmes.

\[
\mathcal{E}(m) = \frac{1}{2} \sum_{sr} \sum_{\omega} ||d_{\text{comp}}(\omega, x_{sr}, x_{rec}, m) - d_{\text{mes}}(\omega, x_{sr}, x_{rec})||^2
\]

(1)

In the common case, the physical quantities measured are either pressures, particle velocities/displacement. In this study, we will use alternative observables related to the polarization. With this aim, we will introduce an operator \(\mathcal{T}\), which is mapping the classical observables to transform them into alternative observables. Since this operator (possibly non-linear) does not depend on the model parameter, its integration in a FWI code does not require any fundamental modification (for gradient computation etc...).

When applying an observable defined by the mapping \(\mathcal{T}\), the cost function becomes:

\[
\mathcal{E}(m) = \frac{1}{2} \sum_{sr} \sum_{\omega} ||\mathcal{T}(d_{\text{comp}}(\omega, x_{sr}, x_{rec}, m)) - \mathcal{T}(d_{\text{mes}}(\omega, x_{sr}, x_{rec}))||^2
\]

(2)

Several polarization observables have been tested and we show here nine different observables. Other observables, especially those related to the parametrization of the polarization ellipse, do not provide yet stable results. In the table 3 are summarized the polarization operators we consider. We prefer to consider the V/H ratio instead of the H/V ratio because, as mentioned by Tanimoto and Rivera (2008), in some particular case, the vertical component might disappear. We will also study the V/T ratio, introduced by Muyzert (2009) to avoid potential peaks of the H/V ratio.

<table>
<thead>
<tr>
<th>Observable name</th>
<th>Expression of (\mathcal{T})</th>
<th>Output of the mapping</th>
</tr>
</thead>
<tbody>
<tr>
<td>V/H ratio</td>
<td>(\frac{d_{V_p}(\omega)}{d_{V_s}(\omega)})</td>
<td>complex number</td>
</tr>
<tr>
<td>V/H ratio amplitude</td>
<td>(\frac{d_{V_p}(\omega)}{d_{V_s}(\omega)})</td>
<td>positive real number</td>
</tr>
<tr>
<td>V/H ratio phase</td>
<td>(\arg\left(\frac{d_{V_p}(\omega)}{d_{V_s}(\omega)}\right))</td>
<td>real number between (-\pi) and (\pi)</td>
</tr>
<tr>
<td>V/T ratio</td>
<td>(\frac{d_{V_s}(\omega)}{d_{V_p}(\omega)+d_{V_s}(\omega)})</td>
<td>complex number</td>
</tr>
<tr>
<td>V/T ratio amplitude</td>
<td>(\frac{d_{V_s}(\omega)}{d_{V_p}(\omega)+d_{V_s}(\omega)})</td>
<td>positive real number</td>
</tr>
<tr>
<td>V/T ratio phases</td>
<td>(\arg\left(\frac{d_{V_s}(\omega)}{d_{V_p}(\omega)+d_{V_s}(\omega)}\right))</td>
<td>real number between (-\pi) and (\pi)</td>
</tr>
</tbody>
</table>

Table 3 Table providing the expression of the alternative observables

In our test, each shot-gather is composed of 113 traces with a minimal offset of 8m and a maximal offset of 120m. For each trace, a normalization factor depending on the signal energy is applied equally to each component (in order to conserve the polarization ratio). The introduction of this normalization is justified in order to limit high amplitude of the small offset traces which would otherwise dominate the cost function. The source signal is a Ricker shaped wavelet with a central frequency of 50Hz, but in order to take into account a bandwidth compatible with near-surface conditions, only frequencies between 20Hz and 120Hz are considered.
Results

Figures 1, 2 and 3 present the results of the computed cost-functions. The values of the color scale are displayed in decibels in order to avoid that small amplitudes variations are hidden by very large values of the cost function. Nine observables have been evaluated, they can be ranked into 3 different categories: the phase observables (figures 1), the V/H observables (figures 2) and the V/T observables (figures 3). The costs functions phase observables for multicomponent data, for the vertical component only or for the horizontal component show a similar behavior: the isovalues of the cost functions show a decreasing sensitivity of the depth of the interface, with respect to the depth parameter. One immediate consequence: when using a local minimization algorithm if the starting model considers an interface too deep, then the inversion will probably fail to recover the correct depth of interface. Another problematic point is the occurrence of local minima in the region of the cost function with the lowest values (-30dB to -35dB) so that a local minimization algorithm may be blocked without converging to the global minima. If we compare the results, using the polarization attribute of the V/H ratio, it can be shown that all the different versions (with complex value, amplitudes and phase) of the V/H ratio based cost functions show a global minimum centered in the right model space position. Another remarkable point is the higher dynamic range of the cost function, in all the cases for polarization observables is at least of 60 dB. However, when dealing with deep area (deeper than 10m) the cost functions show also a relative insensitivity to the depth of the layer. The cost functions based on the V/T ratio present a similar behavior as those based on the V/H ratio.

Figure 1 Cost functions computed with the phase (values in dB)

Figure 2 Cost functions computed with the VH ratio (values in dB)

Conclusions and perspectives

In this study, several observables have been investigated for FWI in near surface context for a simple case. We showed that cost functions based on the phase observables present two main issues: the occurrence of local minima and regions of indetermination when the depth of the interface increases. In
this case, we have shown that the cost functions based on the V/H ratio or on the V/T ratio can provide additional constraints to reach the true model due to well convex shape of the cost functions associated to these observables. Some other considerations are currently under investigation. First the robustness of cost-functions to measurement noise. Furthermore it will be interesting to study the behavior of these cost functions when attenuation parameters are not properly known, or in case of source amplitude errors (2D/3D) and or strong source distortions. Other tests are also currently conducted in order to evaluate the effectiveness of this approach with strong velocity contrasts. The implementation of these observable in the gradient of the FWI method is relatively straightforward but perhaps one difficult point will be the design and setup-up of a cost function combining phase and polarization observables.
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