Optimal fourth-order staggered-grid finite-difference scheme for 3D frequency-domain viscoelastic wave modeling
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A B S T R A C T

We investigate an optimal fourth-order staggered-grid finite-difference scheme for 3D frequency-domain viscoelastic wave modeling. An anti-lumped mass strategy is incorporated to minimize the numerical dispersion. The optimal finite-difference coefficients and the mass weighting coefficients are obtained by minimizing the misfit between the normalized phase velocities and the unity. An iterative damped least-squares method, the Levenberg–Marquardt algorithm, is utilized for the optimization. Dispersion analysis shows that the optimal fourth-order scheme presents less grid dispersion and anisotropy than the conventional fourth-order scheme with respect to different Poisson’s ratios. Moreover, only 3.7 grid-points per minimum shear wavelength are required to keep the error of the group velocities below 1%. The memory cost is then greatly reduced due to a coarser sampling. A parallel iterative method named CARP-CG is used to solve the large ill-conditioned linear system for the frequency-domain modeling. Validations are conducted with respect to both the analytic viscoacoustic and viscoelastic solutions. Compared with the conventional fourth-order scheme, the optimal scheme generates wavefields having smaller error under the same discretization setups. Profiles of the wavefields are presented to confirm better agreement between the optimal results and the analytic solutions.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Frequency-domain seismic wave modeling has been extensively investigated and applied within the framework of seismic imaging techniques, such as the full waveform inversion (FWI) [62] and the reverse time migration (RTM) [46]. Due to the evolution of techniques and the practical requirements, dealing with the anelastic properties of the real materials becomes more and more important. Therefore, developing efficient numerical schemes for the wave modeling in viscoelastic heterogeneous media is necessary. Time-domain viscoelastic modeling has been investigated using the finite-difference (FD) scheme by Carcione [10], Robertsson et al. [53], Bohlen [6], Kristek and Mocz [29], etc. The counterpart in the frequency-domain is carried out by Štekl and Pratt [63], Min et al. [35], Gosselin-Cliche and Giroux [21]. Viscoelastic wave modeling in the frequency-domain, which is equivalent to solving a large sparse linear system after discretizing the wave equation, presents several advantages over the time-domain approaches [21]: (a) the modeling is not limited by the Courant–Friedrichs–Lewy (CFL) stability condition [13]; (b) the seismic attenuation could be easily incorporated by using
complex-valued wave velocities [27]; (c) the full waveform inversion can be efficiently performed by limiting the inversion to a few discrete frequencies [48]; (d) conducting the multi-source modeling is inexpensive if a direct method is utilized for solving the resulting linear system, where the matrix factorization is required only once, while multiple right-hand side techniques are also available for iterative solvers [40,55,11]; (e) the modeling at different frequencies can be performed simultaneously with a parallel implementation.

As a consequence of the simplicity for incorporating seismic attenuation in the frequency domain, the viscosity of the subsurface medium can be represented more accurately. Therefore, the numerical results can provide data which fit seismic records better. Additionally, accounting for the viscosity within time-domain FWI strategies yields difficulties for the gradient computation. Efficient time-reversal techniques become unstable [12,8], and state of art techniques thus require checkpointing strategies to be considered, which may require significant amount of data to be stored in core or on disk [23,56,2]. This complexity is avoided in the frequency-domain formalism.

Among different discretization approaches, FD scheme has been gaining popularity due to its simplicity and computational efficiency. An early application was using a second-order spatial approximations for the second-order stress formulation of the acoustic wave equation, where 10 grid-points per shortest wavelength is required to ensure accurate modeling [49]. Jo et al. [25] reduced this number to 4 through using a mixed-grid stencil and an anti-lumped mass (ALM) strategy. The ALM strategy, commonly used in the finite-element method [34], considers the mass acceleration term as a linear combination of the lumped mass matrix and the consistent mass matrix, i.e., the acceleration term is distributed over the grid-points related in the stencil through certain averaging weights. Hustedt et al. [24] derived a similar scheme from the first-order stress-velocity system on a staggered-grid, and by applying a parsimonious approach [33]. Extensions of the mixed-grid scheme to 3D acoustic modeling was developed by Operto et al. [43] where a 27-point stencil is derived. The 2D time-domain elastic staggered-grid FD schemes for the first-order stress-velocity system was first studied using second-order spatial approximations [60]. A fourth-order version was later provided by Levander [30]. A second-order FD scheme for the second-order velocity-based system was used in the forward modelings for the waveform inversion [47]. Similarly, a mixed-grid approach was subsequently developed for the second-order system to reduce the required number of grid-points per shortest wavelength [63]. Extension to the 3D viscoelastic mixed-grid scheme based on the second-order system was derived in [21].

To summarize, the FD discretization for (visco)elastic wave modeling can be divided into two categories: the first is to discretize the second-order velocity-based system on the conventional grid where all the particle velocity components are located at the same position; the second is to discretize the first-order velocity-stress formulation of the (visco)elastic system on a staggered grid where the locations of the stresses and particle velocities are staggered. To decrease the numerical dispersion, one could either combine the reference difference operator and the rotated difference operator to derive the mixed-grid scheme, such as the one proposed by Štekl and Pratt [63], or apply the ALM strategy to distribute the acceleration term [25,35]. For the first kind discretization combined with the mixed-grid scheme, the numerical dispersion is highly dependent on the Poisson’s ratio, despite the gain in decreasing the dispersion [63]. However, it is not the case for the staggered-grid scheme [30]. The staggered-grid scheme has several advantages over the schemes based on the conventional grid: (a) the staggered-grid scheme is stable for all values of Poisson’s ratio, which means the fluid–solid interfaces could be properly handled [30]; (b) the grid-dispersion and grid-anisotropy are relatively insensitive to Poisson’s ratio [30]; and (c) free surface boundary conditions can be directly implemented by manipulating the related stress components [30,54]. On the other hand, one may try to decrease the numerical dispersion of the staggered-grid scheme by using a mixed grid, whereas this is not straightforward due to the mismatch of the locations of different physical variables. Yet the ALM strategy stays as an option.

To the best of our knowledge, there are not any works on using the optimized staggered-grid scheme and the ALM strategy for 3D viscoelastic wave modeling. Therefore, in this paper we combine these two approaches and derive the optimal values of the FD coefficients and the mass weighting coefficients to minimize the numerical dispersion. Note that proper treatment of irregular topography and the free surface boundary condition are important issues for elastic wave modeling. Finite element method, discontinuous Galerkin method (DGM) [7] and spectral element method [28] could be alternatives to the FD method, but the computational cost is higher due to the complexity related to the mass matrix formation [61]. A hybrid scheme with a shallow boundary layer discretized by DGM and the deeper part by FD method may be a good option [32]. Specific techniques, such as the image method [30,54], vacuum formulation [22,36] and the immersed boundary method [17] could be applied with the FD scheme to deal with the irregular topography and the free surface boundary condition. In this research, we focus on the derivation of the optimal coefficients of the FD scheme. The modeling is restricted to flat topography and the free surface boundary condition is currently not taken into account.

The discretization of the 3D viscoelastic wave equations generates a linear system $A\mathbf{x} = \mathbf{b}$ where $A$ is a large, sparse and ill-conditioned matrix. Generally the linear solvers for such systems are divided into two categories: the direct methods and the iterative methods. Direct methods have received an extensive popularity in the seismic imaging community because of their high efficiency in dealing with multiple-source problems [9,43,41]. The key component of direct methods, matrix factorization, is required only once. The solution for each right-hand side can be obtained by simple computational tasks (forward and backward substitution for the LU decomposition for instance). The direct solver MUMPS [38] has been successfully used in 3D acoustic FWI [42] by means of block low-rank representations [1] which could reduce the memory demand to some extend. A successful application of MUMPS on the frequency-domain viscoelastic modeling in a $105 \times 67 \times 67$ model is presented in [21]. However, the significant in-core memory requirement, by and large, still hinders their application for
large scale problems, especially for the 3D frequency-domain viscoelastic wave modeling that we are dealing with in this research.

Alternatively, we may adopt iterative methods to solve the linear system. Iterative solvers fully benefit from the sparsity of the impedance matrix [45,52,15]. The major computational cost of iterative solvers is related to matrix–vector products. Performing these products is memory efficient and computationally cheap since sparse formats can be used to store the matrices. Moreover, the parallelization is more straightforward for iterative solvers. Nevertheless, the application of iterative solvers is constrained by the uncertainty of the convergence due to the indefiniteness and ill-conditioning of the impedance matrix. Quite recently, a robust parallel iterative solver named CARP-CG [20] has been successfully applied to the 2D and 3D frequency-domain acoustic [59,57] and elastic [31] wave modeling in complex media. The CARP-CG method is a parallelization of the CGMN (Conjugate Gradient Minimum Norm) method, which can be considered as a conjugate gradient acceleration of the symmetric Kaczmarz row-projection method [26,4,19]. The convergence of the Kaczmarz method is guaranteed for a linear system, given the existence of the solution [18]. Performing the row projections in a symmetric sense enables the incorporation of the conjugate gradient method, which accelerates the convergence rate. The parallelization is realized through a domain decomposition approach based on row-block division. The scaling property of parallelization has been shown satisfactory [31]. Due to its robustness and efficiency, the CARP-CG method is used to perform the 3D frequency-domain viscoelastic wave modeling in the following sections.

In this paper, the fourth-order staggered-grid FD scheme is applied to the 3D frequency-domain stress-velocity formulation of the viscoelastic system. Firstly, the expressions of the normalized phase velocities are derived. Then we present the FD operators that are used to discretize the first-order viscoelastic system. The mass operator corresponding to the ALM strategy is incorporated to minimize the numerical dispersion. The formulation of the FD operators and the mass averaging operators are then explicitly derived by substituting a plane-wave solution into the discretized system. The optimal FD coefficients and ALM weighting coefficients are determined through an optimization process with respect to specific ranges of Poisson’s ratio, propagation angles and the number of grid-points per minimum shear wavelength. The optimization problem is solved by a damped least-squares method, the Levenberg–Marquardt method [37,51]. Dispersion analysis is conducted to compare the conventional fourth-order scheme and the optimal fourth-order scheme. In the numerical experiments, we validate the results of the optimal and conventional scheme with the analytic viscoacoustic and viscoelastic solutions. Profiles of the numerical and analytic results are presented to check their consistency. Quantitative comparisons through calculating the relative errors between the numerical results and analytic solutions are also performed to verify the superiority of the optimal scheme over the conventional scheme.

2. Theory

The optimal set of FD coefficients and the ALM weighting coefficients, which minimize the numerical dispersion and anisotropy, is given in this section. We first obtain the discrete dispersion equations from the 3D source-free frequency-domain system in a homogeneous and isotropic viscoelastic medium. The normalized phase velocities are obtained subsequently by calculating the ratio between the discrete phase velocities and the analytic phase velocities for the P- and S-waves. Then the misfit between the normalized phase velocities and the unity is formulated as a function of the Poisson’s ratio, the propagation angles and the number of wavelength per minimum shear wavelength. The minimization of this function is performed afterwards through a damped least-squares algorithm, where the final optimal coefficients are obtained.

We follow the framework given in [21] to develop the dispersion relations and the normalized phase and group velocities. Different from the 27-point scheme they developed directly on the 3D second-order velocity system, the discretization is performed on the first-order stress-velocity formulation of the 3D viscoelastic equation and the underlying FD stencil is based on a staggered grid. The specific FD scheme is elaborated in the following sections.

2.1. Normalized phase velocities

We start with the matrix form of the 3D frequency-domain viscoelastic equation in a homogeneous and isotropic medium,

\[
\begin{bmatrix}
\omega^2 \rho + v \alpha^2_x + \mu (\alpha^2_y + \alpha^2_z) \\
(v - \mu) \alpha^2_y \\
(v - \mu) \alpha^2_z
\end{bmatrix}
\begin{bmatrix}
v_x \\
v_y \\
v_z
\end{bmatrix} = 0,
\]

where \(\omega\) is the angular frequency, \(\rho\) is the density, \(\mathbf{v} = (v_x, v_y, v_z)\) is the particle velocity vector. The P-wave modulus \(v\) is defined as \(v = \lambda + 2\mu\) where \(\lambda\) and \(\mu\) are the Lamé parameters. Note that the viscoelastic attenuation can be incorporated easily by using complex-valued Lamé parameters generated from complex-valued wave velocities [27,16].

A vector plane-wave \((v_{x0}, v_{y0}, v_{z0})e^{-i(k_xx + k_yy + k_zz)}\) is substituted into equation (1), where \(v_{x0}, v_{y0}\) and \(v_{z0}\) are the amplitudes at the origin, \(k_x, k_y\) and \(k_z\) are components of the wavenumber \(k = (k_x, k_y, k_z)\). Setting the determinant of coefficient matrix equal to zero generates a cubic polynomial of \(v^2\), which has three solutions:
\[ \omega_p^2 = \frac{k^2 v}{\rho}, \quad \omega_s^2 = \frac{k^2 \mu}{\rho} \]  

(2)

This is the well-known analytic dispersion relations [14]. Thus the analytic phase velocities of P- and S-waves can be expressed as

\[ V_p = \frac{\omega_p}{k} = \sqrt{\frac{\rho}{V_p}}, \quad V_s = \frac{\omega_s}{k} = \sqrt{\frac{\mu}{\rho}}. \]  

(3)

However, the analytic dispersion relations (2) no longer hold if the continuous system (1) is discretized through certain FD scheme. Assuming that the domain is uniformly discretized by a spatial step \( h = \Delta x = \Delta y = \Delta z \), the matrix in system (1) hence takes the form [21]

\[
\begin{bmatrix}
\omega^2 \rho D_{m} + v \frac{D_{xy} + D_{xz}}{h^2} + \mu \frac{(D_{xy} + D_{xz})}{h^2}
\end{bmatrix}
\]

(4)

where \( D_{ij} \) \((i, j = x, y, \text{or} \ z)\) are the FD operators. As mentioned in [21], the operator \( D_{ij} \) can take any form. It can be either a central, forward or backward, and second or higher order operator. We emphasize in this paper the fourth-order staggered-grid FD operator. The operator \( D_{m} \) is used to distribute the mass acceleration terms over the grid-points involved in the FD scheme. The specific illustration is given in the following sections.

Similarly, making the determinant of matrix (4) equal to zero generates a cubic polynomial on \( \omega^2 \), three solutions of which correspond to dispersion relations of the discrete case. Unlike the analytic case where the solution of the S-wave is degenerate, the discretization leads to two conjugate solutions of the polynomial corresponding to two different S-wave phase velocities \( S_1 \) and \( S_2 \). Hence the discrete dispersion relations are

\[
\begin{align*}
\omega_p &= \frac{1}{h \sqrt{D_m \rho}} \left( -\frac{P_0}{3} + P_4 + P_5 \right), \\
\omega_{s1} &= \frac{1}{h \sqrt{D_m \rho}} \left( -\frac{P_0}{3} - \frac{P_4 + P_5}{2} + i\sqrt{3} \left( \frac{P_4 - P_5}{2} \right) \right), \\
\omega_{s2} &= \frac{1}{h \sqrt{D_m \rho}} \left( -\frac{P_0}{3} - \frac{P_4 + P_5}{2} - i\sqrt{3} \left( \frac{P_4 - P_5}{2} \right) \right), \\
\end{align*}
\]

(5)

where

\[
\begin{align*}
P_4 &= \left( P_2 + \sqrt{P_2^2 + P_1^2} \right)^{1/3}, \\
P_5 &= \left( P_2 - \sqrt{P_2^2 + P_1^2} \right)^{1/3},
\end{align*}
\]

(6)

where \( P_0, P_1 \) and \( P_2 \) are functions of the FD operators \( D_{ij} \), the elastic moduli \( \mu \) and \( v \) and the wavenumber components \( k_x, k_y \) and \( k_z \). The explicit formulas are given in Appendix A. One may also refer to [21] for more details.

In order to obtain the normalized phase velocities, we define \( G \) as the number of grid-points per minimum wavelength and denote the inverse of \( G \) as \( K \) (i.e., wavenumber in grid-point units), which is given by

\[
K = \frac{kh}{2\pi}.
\]

(7)

Then the discrete phase velocities can be derived through dividing (5) by the wavenumber, and the normalized phase velocities are obtained by calculating the ratio between the discrete and the analytic phase velocities. Rearranging equations (3), (5) and (7) give us

\[
\begin{align*}
\frac{V_p^{ph}}{V_p} &= \frac{\omega_p/k}{\sqrt{\nu/\rho}} = \frac{1}{2\pi K} \sqrt{-\frac{P_0}{3} + P_4 + P_5}, \\
\frac{V_{s1}^{ph}}{V_s} &= \frac{\omega_{s1}/k}{\sqrt{\mu/\rho}} = \frac{1}{2\pi K} \sqrt{-\frac{P_0}{3} - \frac{P_4 + P_5}{2} + i\sqrt{3} \left( \frac{P_4 - P_5}{2} \right) \frac{P_4 + P_5}{D_m\mu}}, \\
\frac{V_{s2}^{ph}}{V_s} &= \frac{\omega_{s2}/k}{\sqrt{\mu/\rho}} = \frac{1}{2\pi K} \sqrt{-\frac{P_0}{3} - \frac{P_4 + P_5}{2} - i\sqrt{3} \left( \frac{P_4 - P_5}{2} \right) \frac{P_4 + P_5}{D_m\mu}}.
\end{align*}
\]

(8)
As performed in [21], substituting the Poisson’s ratio $\sigma$ for the moduli $\nu$ and $\mu$ in equation (8) reduces the number of variables in equation (8). Through the relation

$$\frac{\nu}{\mu} = \frac{\lambda + 2\mu}{\mu} = \frac{1 - \sigma}{0.5 - \sigma}.$$  

(9)

equations in (8) take the form

$$\frac{\text{V}_{s}^{p\text{h}}}{\text{V}_{p}} = \frac{1}{2\pi K} \left\{ \frac{-\frac{p_{0}}{\nu} + p_{4} + p_{5}}{D_{m}(1 - \sigma)} \right\},$$

$$\frac{\text{V}_{s}^{p\text{h}}}{\text{V}_{s}^{s1}} = \frac{1}{2\pi K} \left\{ \frac{-\frac{p_{0}}{\nu} - \frac{p_{4} + p_{5}}{2} + i\sqrt{3} \left( \frac{p_{4} - p_{5}}{2} \right)}{D_{m}(0.5 - \sigma)} \right\},$$

$$\frac{\text{V}_{s}^{p\text{h}}}{\text{V}_{s}^{s2}} = \frac{1}{2\pi K} \left\{ \frac{-\frac{p_{0}}{\nu} - \frac{p_{4} + p_{5}}{2} - i\sqrt{3} \left( \frac{p_{4} - p_{5}}{2} \right)}{D_{m}(0.5 - \sigma)} \right\},$$

(10)

where the change of variable $(\mu, \nu) \rightarrow \sigma$ in $P_{0}$, $P_{1}$ and $P_{2}$ should also be considered.

Note that in equations (2) and (5), we have the analytic and discrete dispersion relations with the wavenumber $k$. The angular frequencies $\omega_{P}, \omega_{S}$ ($\omega_{P1}, \omega_{P2}$ for the discrete case) can be considered as functions of $k$. However, in the numerical modeling where the angular frequency is usually chosen as a fixed value $\omega$, the wavenumber $k$ should be adjusted as $k_{P}$ or $k_{S}$ respectively. Hence the number of grid-points per minimum shear wavelength $G_{S}$ (and its inverse $K_{S}$) can be defined consequently with respect to $k_{S}$. Therefore, in the following sections for obtaining the optimal coefficients and for the numerical wave modelings, the angular frequency is fixed as a constant value and $k_{P}$, $k_{S}$, $G_{S}$ or $K_{S}$ is considered appropriately.

Given the normalized phase velocities of $P$- and $S$-wave in equation (10), we need to define the FD operators $D_{ij}$ to express the $P_{s}$ terms therein, and to determine the normalized phase velocities numerically. The operators defined in the fourth-order staggered-grid FD scheme are given in the next section.

2.2. The finite-difference operators

Due to the utilization of the staggered-grid scheme, we consider the velocity-stress formulation of 3D frequency-domain elastodynamic system in heterogeneous isotropic media,

$$
\begin{align*}
\iota \omega \rho v_{x} &= \partial_{x} \tau_{xx} + \partial_{y} \tau_{xy} + \partial_{z} \tau_{xz} + f_{x}, \\
\iota \omega \rho v_{y} &= \partial_{x} \tau_{xy} + \partial_{y} \tau_{yy} + \partial_{z} \tau_{yz} + f_{y}, \\
\iota \omega \rho v_{z} &= \partial_{x} \tau_{xz} + \partial_{y} \tau_{yz} + \partial_{z} \tau_{zz} + f_{z}, \\
\iota \omega \tau_{xx} &= (\lambda + 2\mu)\partial_{x} v_{x} + \lambda \partial_{y} v_{y} + \lambda \partial_{z} v_{z} + i\omega \tau_{1}, \\
\iota \omega \tau_{yy} &= \lambda \partial_{x} v_{x} + (\lambda + 2\mu)\partial_{y} v_{y} + \lambda \partial_{z} v_{z} + i\omega \tau_{2}, \\
\iota \omega \tau_{zz} &= \lambda \partial_{x} v_{x} + \lambda \partial_{y} v_{y} + (\lambda + 2\mu)\partial_{z} v_{z} + i\omega \tau_{3}, \\
\iota \omega \tau_{yz} &= \mu (\partial_{x} v_{x} + \partial_{y} v_{y}), \\
\iota \omega \tau_{xz} &= \mu (\partial_{x} v_{x} + \partial_{z} v_{z}), \\
\iota \omega \tau_{xy} &= \mu(\partial_{y} v_{y} + \partial_{z} v_{z}),
\end{align*}
$$

(11)

where $i$ is the imaginary unit, $\mathbf{v} = (v_{x}, v_{y}, v_{z})$ is the particle velocity vector, $\mathbf{\tau} = (\tau_{xx}, \tau_{yy}, \tau_{zz}, \tau_{yz}, \tau_{xz}, \tau_{xy})$ is the stress tensor, $f_{x}, f_{y}, f_{z}$ are point forces applied along each axis, and $\tau_{1}, \tau_{2}, \tau_{3}$ are the increments of the normal stresses. Note that given the homogeneity of the physical parameters and ignoring the source terms, equation (1) could be obtained by eliminating the stress terms in equation (11).

Throughout this study, the discretization is carried out based on equation (11). The point forces and normal stress increments are omitted in the discretization for convenience. The staggered-grid stencil is illustrated in Fig. 1. We use the fourth-order staggered-grid FD scheme [30] to approximate the spatial derivatives in system (11). For example, the $x$-derivative of $v_{x}$, $\partial_{x} v_{x}$, has the form:

$$\left[ \partial_{x} v_{x} \right]_{i,j,k} \approx \frac{1}{h} \left[ D_{x} v_{x} \right]_{i,j,k} = \frac{1}{h} \left[ c_{1} \left( v_{x,i+\frac{1}{2},j,k} - v_{x,i-\frac{1}{2},j,k} \right) + c_{2} \left( v_{x,i+\frac{3}{2},j,k} - v_{x,i-\frac{3}{2},j,k} \right) \right].$$

(12)

where the indices $i, j, k$ correspond to the discrete $x, y, z$ grid-points. For conventional fourth-order scheme, we have $c_{1} = 9/8, c_{2} = -1/24$. In the dispersion analysis where the elastic moduli and the density are considered as constant, the discrete approximation of the second derivative $\partial_{xx} v_{x}$ takes the form
\[ [\partial_{xx} v_x]_{i+\frac{1}{2},j,k} \approx \frac{1}{h^2} D_{xx} v_{x,i+\frac{1}{2},j,k} \]

\[ = \frac{1}{h^2} \left[ c_1 \left( [D_x v_x]_{i+1,j,k} - [D_x v_x]_{i,j,k} \right) + c_2 \left( [D_x v_x]_{i+2,j,k} - [D_x v_x]_{i-1,j,k} \right) \right] \]

\[ = \frac{1}{h^2} \left[ c_1 \left( [v_x]_{i+\frac{1}{2},j,k} - v_x \right) + c_2 \left( v_x + \frac{1}{2} - v_x \right) \right] \]

\[ \approx c_1 \left( [v_x]_{i+\frac{1}{2},j,k} - v_x \right) + c_2 \left( v_x + \frac{1}{2} - v_x \right) \]

\[ = \frac{1}{h^2} \left[ c_1 \left( [v_x]_{i+\frac{1}{2},j,k} - v_x \right) + c_2 \left( v_x + \frac{1}{2} - v_x \right) \right] \]

The expressions of \( D_{yy}, D_{zz}, D_{yz}, D_{xz} \) and \( D_{xy} \) could be obtained similarly and are given as follows:

\[ [\partial_{yy} v_y]_{i,j+\frac{1}{2},k} \approx \frac{1}{h^2} D_{yy} v_{y,i,j+\frac{1}{2},k} \]

\[ = \frac{1}{h^2} \left[ c_1 \left( [v_y]_{i,j+\frac{1}{2},k} - v_y \right) + c_2 \left( v_y + \frac{1}{2} - v_y \right) \right] \]

\[ = \frac{1}{h^2} \left[ c_1 \left( [v_y]_{i,j+\frac{1}{2},k} - v_y \right) + c_2 \left( v_y + \frac{1}{2} - v_y \right) \right] \]

\[ = \frac{1}{h^2} \left[ c_1 \left( [v_y]_{i,j+\frac{1}{2},k} - v_y \right) + c_2 \left( v_y + \frac{1}{2} - v_y \right) \right] \]

\[ \approx \frac{1}{h^2} \left[ c_1 \left( [v_y]_{i,j+\frac{1}{2},k} - v_y \right) + c_2 \left( v_y + \frac{1}{2} - v_y \right) \right] \]

\[ \approx \frac{1}{h^2} \left[ c_1 \left( [v_y]_{i,j+\frac{1}{2},k} - v_y \right) + c_2 \left( v_y + \frac{1}{2} - v_y \right) \right] \]

\[ \approx \frac{1}{h^2} \left[ c_1 \left( [v_y]_{i,j+\frac{1}{2},k} - v_y \right) + c_2 \left( v_y + \frac{1}{2} - v_y \right) \right] \]

\[ \approx \frac{1}{h^2} \left[ c_1 \left( [v_y]_{i,j+\frac{1}{2},k} - v_y \right) + c_2 \left( v_y + \frac{1}{2} - v_y \right) \right] \]

\[ \approx \frac{1}{h^2} \left[ c_1 \left( [v_y]_{i,j+\frac{1}{2},k} - v_y \right) + c_2 \left( v_y + \frac{1}{2} - v_y \right) \right] \]

\[ \approx \frac{1}{h^2} \left[ c_1 \left( [v_y]_{i,j+\frac{1}{2},k} - v_y \right) + c_2 \left( v_y + \frac{1}{2} - v_y \right) \right] \]

\[ \approx \frac{1}{h^2} \left[ c_1 \left( [v_y]_{i,j+\frac{1}{2},k} - v_y \right) + c_2 \left( v_y + \frac{1}{2} - v_y \right) \right] \]

\[ \approx \frac{1}{h^2} \left[ c_1 \left( [v_y]_{i,j+\frac{1}{2},k} - v_y \right) + c_2 \left( v_y + \frac{1}{2} - v_y \right) \right] \]

\[ \approx \frac{1}{h^2} \left[ c_1 \left( [v_y]_{i,j+\frac{1}{2},k} - v_y \right) + c_2 \left( v_y + \frac{1}{2} - v_y \right) \right] \]

\[ \approx \frac{1}{h^2} \left[ c_1 \left( [v_y]_{i,j+\frac{1}{2},k} - v_y \right) + c_2 \left( v_y + \frac{1}{2} - v_y \right) \right] \]

\[ \approx \frac{1}{h^2} \left[ c_1 \left( [v_y]_{i,j+\frac{1}{2},k} - v_y \right) + c_2 \left( v_y + \frac{1}{2} - v_y \right) \right] \]
Fig. 2. Grid-points involved in the discretization of the first equation of system (1). The point \( v_{ix+\frac{1}{2},j,k} \) locates at the center point. The other \( v_x \) points involved are all along the three axes through \( v_{ix+\frac{1}{2},j,k} \) and are marked in red. The \( v_y \) points are on the \( x-y \) plane, marked in purple and \( v_z \) points are on the \( x-z \) plane, marked in green. The grid-points corresponding to the stress components eliminated by the parsimonious strategy are not shown here. (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.)

\[
\begin{align*}
- & \left[c_1(v_{zi,i,j,k+\frac{1}{2}} - v_{zi,j,k-\frac{1}{2}}) + c_2(v_{zi,j,k+\frac{1}{2}} - v_{zi,j,k-\frac{1}{2}})\right] \\
& + c_2\left[c_1(v_{zi+1,2,j,k+\frac{1}{2}} - v_{zi+2,2,j,k-\frac{1}{2}}) + c_2(v_{zi+2,2,j,k+\frac{1}{2}} - v_{zi+2,2,j,k-\frac{1}{2}})\right] \\
& - \left[c_1(v_{zi-1,j,k+\frac{1}{2}} - v_{zi-1,j,k-\frac{1}{2}}) + c_2(v_{zi-1,j,k+\frac{1}{2}} - v_{zi-1,j,k-\frac{1}{2}})\right] \]. \\
\end{align*}
\]

Note that equations (13)–(18) are used only in the dispersion analysis to obtain the expressions of the FD operators. The scheme used for the numerical modeling is a staggered-grid scheme developed directly from the first-order system (11), where the model parameters may be inhomogeneous and can not be put outside the derivatives.

Following the parsimonious approach proposed by Luo and Schuster [33], the stress terms in equations (11) can be eliminated to derive a discrete form of the second-order velocity formulation of the elastic system as in system (1). Thus the derived linear system, which only relates to the particle velocities, is smaller in size and is easier to solve. We illustrate the stencil corresponding to the first equation on \( v_x \) of system (1) in Fig. 2. The \( v_x \), \( v_y \) and \( v_z \) points involved in the discretization of the first equation of system (1) are marked in red, purple and green respectively. One may notice the combination of the fourth-order staggered-grid scheme and the parsimonious approach produces a larger stencil, which is distinct from discretizing the second-order system (1) directly with the fourth-order scheme on the standard grid.

In order to reduce the numerical dispersion, an ALM strategy is applied following Marfurt [34], Jo et al. [25] and Min et al. [35]. The mass operator \( D_m \), which distributes the acceleration terms over the grid-points involved in the stencil, is defined as a linear combination of the central grid-point and 18 adjacent grid-points. The red triangles shown in Fig. 2 indicate the grid-points related to operator \( D_m \). The 19 grid-points are divided into four groups such that each group is equidistant from the central grid-point. Thus the acceleration term \( \rho v_x \) can be approximated as

\[
(\rho v_x)_{i+\frac{1}{2},j,k} \approx D_m (\rho v_x)_{i+\frac{1}{2},j,k} \\
= a_1 (\rho v_x)_{i+\frac{1}{2},j,k} \\
+ a_2[(\rho v_x)_{i+\frac{1}{2},j,k} + (\rho v_x)_{i-\frac{1}{2},j,k} + (\rho v_x)_{i+\frac{1}{2},j+1,k} \\
+ (\rho v_x)_{i+\frac{1}{2},j-1,k} + (\rho v_x)_{i+\frac{1}{2},j+1,k} + (\rho v_x)_{i+\frac{1}{2},j,k-1}]
\]

(19)
where the weighting coefficients \(a_1, a_2, a_3\) and \(a_4\) determine the relative proportion of each grid-point group. The approximations of \(\rho v_y\) and \(\rho v_z\) can be derived similarly.

### 2.3. Determination of coefficients

Following a classic dispersion analysis process, a vector plane-wave solution \((v_x, v_y, v_z) = (v_{x0}, v_{y0}, v_{z0})e^{-\text{i}(k_x x + k_y y + k_z z)}\) is substituted into the discrete differential operators (13)-(18), and into the mass operator (19). Here the components of the wavenumber \(k_x, k_y, k_z\) are defined as

\[
k_x = k \sin \theta \cos \phi, \quad k_y = k \sin \theta \sin \phi, \quad k_z = k \cos \theta,
\]

where \(\theta \in [-\frac{\pi}{2}, \frac{\pi}{2}]\) is the propagation angle with respect to the z-axis, and \(\phi \in [-\pi, \pi]\) is the propagation angle with respect to the x-axis.

With proper algebraic rearrangement, we obtain the following expressions of the discrete differential operators:

\[
\begin{align*}
D_{xx} &= 2 \left( -c_1^2 - c_2^2 + c_1^2 \cos(\Delta k \sin \theta \cos \phi) + c_2^2 \cos(3hk \sin \theta \cos \phi) \\
&\quad + 2c_1c_2 \left[ \cos(2hk \sin \theta \cos \phi) - \cos(hk \sin \theta \cos \phi) \right] \right), \\
D_{yy} &= 2 \left( -c_1^2 - c_2^2 + c_1^2 \cos(hk \sin \theta \sin \phi) + c_2^2 \cos(3hk \sin \theta \sin \phi) \\
&\quad + 2c_1c_2 \left[ \cos(2hk \sin \theta \sin \phi) - \cos(hk \sin \theta \sin \phi) \right] \right), \\
D_{zz} &= 2 \left( -c_1^2 - c_2^2 + c_1^2 \cos(hk \cos \theta) + c_2^2 \cos(3hk \cos \theta) \\
&\quad + 2c_1c_2 \left[ \cos(2hk \cos \theta) - \cos(hk \cos \theta) \right] \right), \\
D_{yz} &= -4 \left( c_1^2 \sin(\frac{1}{2}hk \sin \theta \sin \phi) \sin(\frac{1}{2}hk \cos \phi) \\
&\quad + c_2^2 \sin(\frac{3}{2}hk \sin \theta \sin \phi) \sin(\frac{1}{2}hk \cos \phi) \\
&\quad + c_1c_2 \sin(\frac{1}{2}hk \sin \theta \sin \phi) \sin(\frac{3}{2}hk \cos \phi) \\
&\quad + \sin(\frac{1}{2}hk \sin \theta \sin \phi) \sin(\frac{1}{2}hk \cos \phi) \right), \\
D_{zx} &= -4 \left( c_1^2 \sin(\frac{1}{2}hk \sin \theta \cos \phi) \sin(\frac{1}{2}hk \cos \phi) \\
&\quad + c_2^2 \sin(\frac{3}{2}hk \sin \theta \cos \phi) \sin(\frac{3}{2}hk \cos \phi) \\
&\quad + c_1c_2 \sin(\frac{1}{2}hk \sin \theta \cos \phi) \sin(\frac{1}{2}hk \cos \phi) \\
&\quad + \sin(\frac{1}{2}hk \sin \theta \cos \phi) \sin(\frac{3}{2}hk \cos \phi) \right), \\
D_{xy} &= -4 \left( c_1^2 \sin(\frac{1}{2}hk \sin \theta \cos \phi) \sin(\frac{1}{2}hk \sin \theta \sin \phi) \\
&\quad + c_2^2 \sin(\frac{3}{2}hk \sin \theta \cos \phi) \sin(\frac{3}{2}hk \sin \theta \sin \phi) \\
&\quad + c_1c_2 \sin(\frac{1}{2}hk \sin \theta \cos \phi) \sin(\frac{3}{2}hk \sin \theta \sin \phi) \\
&\quad + \sin(\frac{1}{2}hk \sin \theta \cos \phi) \sin(\frac{3}{2}hk \sin \theta \sin \phi) \right),
\end{align*}
\]

and the mass operator:

\[
D_m = a_1 + 2a_2 \left[ \cos(hk \sin \theta \cos \phi) + \cos(hk \sin \theta \sin \phi) + \cos(hk \cos \theta) \right] \\
2a_3 \left[ \cos(2hk \sin \theta \cos \phi) + \cos(2hk \sin \theta \sin \phi) + \cos(2hk \cos \theta) \right] \\
2a_4 \left[ \cos(3hk \sin \theta \cos \phi) + \cos(3hk \sin \theta \sin \phi) + \cos(3hk \cos \theta) \right].
\]

Substituting equation (7) in equations (21) and (22) renders these operators depending only on \(K_s\) (shear wavenumber in grid-point units) and the propagation angles \(\theta\) and \(\phi\). Then, the normalized phase velocities can be expressed as functions of \(K_s, \theta, \phi,\) Poisson’s ratio \(\sigma\) and the FD coefficients \((c_1, c_2, a_0, a_1, a_2, a_3)\).
As mentioned in [35], the coefficients which give the best phase velocities also lead to the best group velocities. Therefore, we consider only the phase velocities to determine the optimal coefficients. The numerical dispersion of group velocities will also be investigated. We first define a vector function

\[
F(\beta, \mathbf{m}) = \left( \frac{V_p^{\text{ph}}}{V_p}, \frac{V_S^{\text{ph}}}{V_S}, \frac{V_{p1}^{\text{ph}}}{V_S}, \frac{V_{p2}^{\text{ph}}}{V_S} \right)^T,
\]

which returns the normalized phase velocities of P- and S-wave. The argument \( \beta = (c_1, c_2, a_0, a_1, a_2, a_3) \) is the set of coefficients to optimize and \( \mathbf{m} \) contains all selected values of \( K_s, \theta, \phi \) and \( \sigma \). Hence the error vector is defined as

\[
e(\beta) = \mathbf{d} - F(\beta, \mathbf{m}),
\]

where \( \mathbf{d} \) is a vector of unitary. The misfit between the normalized phase velocities and the unity can be cast in a least-square sense as

\[
E(\beta) = \mathbf{e}^T\mathbf{e} = \| \mathbf{d} - F(\beta, \mathbf{m}) \|^2_2,
\]

where \( E(\beta) \) is a scalar function of the target coefficients. By using Taylor expansion, function \( F(\beta_0 + \Delta \beta, \mathbf{m}) \) can be approximated as

\[
F(\beta_0 + \Delta \beta, \mathbf{m}) = F(\beta_0, \mathbf{m}) + J(\beta_0, \mathbf{m}) \Delta \beta,
\]

where \( J(\beta_0, \mathbf{m}) = \left[ \frac{\partial F(\beta, \mathbf{m})}{\partial \beta} \right]_{\beta=\beta_0} \) is the Jacobian matrix with respect to \( \beta \). The expression of \( E(\beta_0 + \Delta \beta) \) could be obtained subsequently by substituting equation (26). We try to seek an optimal \( \Delta \beta \) which minimizes \( E(\beta_0 + \Delta \beta) \). Taking the derivative of \( E \) with respect to \( \Delta \beta \) and setting the result to zero gives

\[
\Delta \beta = (\mathbf{J}^T\mathbf{J})^{-1}\mathbf{J}^T(\mathbf{d} - F(\beta_0, \mathbf{m})).
\]

Updating the coefficients with equation (27) gives the Gauss–Newton algorithm. However, the convergence of the iteration may suffer from the ill-conditioning of matrix \( \mathbf{J}^T\mathbf{J} \). We therefore resort to the more robust Levenberg–Marquardt algorithm [37,51], which replaces equation (27) by a “damped version”

\[
\Delta \beta = (\mathbf{J}^T\mathbf{J} + \alpha \mathbf{I})^{-1}\mathbf{J}^T(\mathbf{d} - F(\beta_0, \mathbf{m})),
\]

where \( \mathbf{I} \) is the identity matrix and \( \alpha \) is the damping factor. Introducing this damped identity matrix could guarantee the invertibility of matrix \( \mathbf{J}^T\mathbf{J} + \alpha \mathbf{I} \) and prevent severe divergence during the iteration. Thus the set of coefficients is updated in an iterative manner

\[
\beta = \beta_0 + \Delta \beta,
\]

and the optimal set of coefficients is determined after the convergence is achieved.

For the sake of discretization, we denote a chosen sets of parameters as \( \mathbf{m}_i, i = 1, \ldots, N \), where \( N \) depends on the range and the interval length of Poisson’s ratio, propagation angles, and the number of grid-points per minimum shear wavelength. Specifically we have \( N = N_{\sigma} \times N_{\phi} \times N_{\theta} \times N_{K_s} \), where \( N_{\sigma}, N_{\phi}, N_{\theta}, N_{K_s} \) are respectively the number of selected values of the corresponding parameter. Thus the vector function \( F(\beta, \mathbf{m}) \) takes the form

\[
F(\beta, \mathbf{m}) = [F_1(\beta, \mathbf{m}_1)^T, \ldots, F_N(\beta, \mathbf{m}_N)^T]^T,
\]

where \( F_i \) is a three-valued function with respect to a given set of \( K_{s1}, \theta_i, \phi_i, \sigma_i \), making \( F \) a vector function of 3N components. The size of the Jacobi matrix \( \mathbf{J} \) is thus \( 3N \times 6 \), with 6 being the number of coefficients. In this work, \( K_s \) and \( \sigma \) vary from 0.01 to 0.33 in steps of 0.01 and the angles \( \theta \) and \( \phi \) range from 0 to \( \pi/4 \) in steps of \( \pi/12 \). Although the maximum \( \sigma \) is set to 0.33, the numerical dispersion stays small for \( \sigma \) up to 0.49 (see Figs. 3 and 4). Thus we have \( N = 17424 \) (= \( 33 \times 33 \times 4 \times 4 \)) and the size of \( \mathbf{J} \) becomes \( 52272 \times 6 \). Despite the large number of rows of \( \mathbf{J} \), the size of \( \mathbf{J}^T \) is merely \( 6 \times 6 \), making equation (28) easy to calculate. The initial set of coefficients \( \beta_0 \) is chosen as for the conventional fourth-order staggered-grid scheme and without using the ALM strategy, i.e., \( \beta_0 = (1, 0, 0, 0, 9/8, -1/24) \). The damping factor \( \alpha \) is set to 0.1 and the iteration stops at the fifth step. Due to the fast convergence of the Levenberg–Marquardt algorithm and the small number of coefficients to optimize, the misfit function becomes small enough after only 5 iterations and additional iterations do not bring much improvement. The optimal values of these coefficients are given in Table 1. The corresponding values of misfit function \( E(\beta) \) are also listed. As seen in the table, \( E(\beta_{\text{opt}}) \) is about two order of magnitude smaller than \( E(\beta_{\text{con}}) \), where \( \beta_{\text{con}} = \beta_0 \). Because the optimal coefficients are obtained by considering a vast range of the propagation angles and nearly a full range of Poisson’s ratio, the numerical dispersion is expected to be relatively insensitive to the physical properties of the medium.

An alternative way to minimize the misfit function is to utilize the global optimization scheme, such as the simulated annealing algorithm [58], the genetic algorithm [64], etc. Unlike the gradient-based Levenberg–Marquardt algorithm, the global optimization scheme could prevent the inversion from getting trapped in local minima. We perform the simulated
annealing minimization on the continuous coefficient range by using a modification of the downhill simplex method [50]. The derived coefficients and the corresponding misfit function value are also listed in Table 1. The two sets of coefficients and the misfit function values are very close to each other. The dispersion curves not presented here lead to a conclusion which is completely in conformity with the comments given by Gosselin-Cliche and Giroux [21]: although the value of the misfit function obtained from the global optimization scheme may be slightly smaller and the optimal coefficients may be different, the dispersion curves correspond to the least-squares inversion and the global minimization presents great similarity, both in shape and amplitude. We rely on the coefficients given by the Levenberg–Marquardt algorithm in this work.

### 2.4. Dispersion analysis

With the optimal coefficients given in Table 1, we now investigate the numerical dispersion of the proposed scheme through checking the consistency between the normalized velocities and the unity. The normalized phase and group velocities with conventional and optimal coefficients are presented in Figs. 3 and 4 as functions of the shear wavenumber in grid-point units $K_s$, for propagation angles being $0, \pi/12, \pi/6$ and $\pi/4$, and for Poisson’s ratios of 0.25 and 0.49. Normalized group velocities of $P$- and $S$-wave can be obtained by calculating $\beta_{s}/\beta_{ph}$ from equation (5). The expressions of the normalized group velocities are given in Appendix B. As seen in the figures, the normalized phase and group velocities of $P$- and $S$-wave given by the optimized scheme are less dispersive and the dispersion is isotropic in terms of different propagation angles (i.e., the curves for different propagation angles are more clustered). Moreover, the grid dispersion and grid anisotropy are relatively insensitive to Poisson’s ratio. Slight difference between $\sigma = 0.25$ and $\sigma = 0.49$ only appears for the $P$-wave phase and group velocities. Other values of Poisson’s ratio give similar dispersion curves. Thus we exemplify the analysis by the results of $\sigma = 0.25$ and $\sigma = 0.49$. Note that even for a rather high Poisson’s ratio 0.49, the dispersion remains well-conditioned, with the $P$-wave phase and group velocities even closer to the unity. This interesting phenomenon stems from the good properties of the staggered-grid scheme, which is known to be favorable for wave modeling with high Poisson’s ratio [60,30].

The error between the normalized velocities and the unity is greatly reduced using the optimal coefficients. Indeed, the error of the conventional scheme becomes larger than 4.8% for the phase velocities $V_{ph}^{s1}$ and $V_{ph}^{s2}$ as $K_s$ reaches 0.3, while the counterpart with the optimal coefficients remains below 0.12%, which is a great improvement. Although the situation for the group velocities $V_{g1}^{s1}$ and $V_{g2}^{s2}$ is slightly degraded, the error produced by the optimal coefficients is still lower than 2.2%, while the curves of the conventional scheme have already gone beyond the frame of the figures (error of 21%). The correspondence between the group velocities with the optimal coefficients and the unity implies the consistency to the assumption that the coefficients which give the best phase velocities also lead to the best group velocities. Therefore, if the error is set to certain level, the $K_s$ required by the optimal scheme is larger, which means that we could sample fewer grid-points per minimum shear wavelength for the same wave modeling problem. In other words, we are capable of performing the frequency-domain wave modeling at a higher frequency with fixed geometry settings. The reduction in the number of grid-points per minimum shear wavelength entitles a coarser sampling of the model, which generates a smaller linear system where the impedance matrix has the same sparsity pattern as the one derived from the conventional scheme. Thus the computational cost of solving the linear system could be dramatically reduced. Table 2 presents the number of grid-points per minimum shear wavelength required by the optimal scheme ($N_{opt}$) and by the conventional scheme ($N_{con}$), with the upper limit of dispersion error ($e_{lim}$) of 1%, 2% and 3% respectively (with respect to more dispersive group velocities). As seen in the table, if the upper limit of error is set to 1%, only 3.7 grid-points per minimum shear wavelength is required using the optimal coefficients, while the number increases to 7.69 for the conventional scheme. We define ratio $R_N = N_{opt}/N_{con}$ as the relative reduction of the sampling requirement in one dimension. Suppose that the model is discretized into a cube with identical number of grid-points in each dimension, then the size of the impedance matrix is $3N^3 \times 3N^3$. Thus the linear system size is reduced by ratio

$$R_S = \frac{S_{opt}}{S_{con}} = \frac{3N_{opt}^3}{3N_{con}^3} = R_N^3.$$  

### Table 1

<table>
<thead>
<tr>
<th>$\beta_{s}^{con}$</th>
<th>$\beta_{s}^{opt}$</th>
<th>$\beta_{ph}^{opt}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.926585</td>
<td>0.923527</td>
<td></td>
</tr>
<tr>
<td>0.069999</td>
<td>0.069755</td>
<td></td>
</tr>
<tr>
<td>−0.032869</td>
<td>−0.032755</td>
<td></td>
</tr>
<tr>
<td>0.006283</td>
<td>0.006260</td>
<td></td>
</tr>
<tr>
<td>1.252740</td>
<td>1.250650</td>
<td></td>
</tr>
<tr>
<td>−0.054599</td>
<td>−0.054510</td>
<td></td>
</tr>
</tbody>
</table>

| $E(\beta)$        | 7.451415E−4        | 7.406966E−4        |
However, the reduction in system size does not imply equivalent reduction in the memory cost required for solving the system due to the usage of specific sparse storage format of the matrix. According to the analysis given in [39,31], the memory cost of using a direct method (via nested dissection reordering) or an iterative method to solve the linear system is $O(N^4)$ and $O(N^3)$ respectively. Thus the ratio of the reduction in storage requirement is

$$
R_{ST} = \begin{cases} 
R^4_N, & \text{Direct method}, \\
R^3_N, & \text{Iterative method}. 
\end{cases}
$$

(32)

For instance, with the upper limit of error being 1%, using an iterative solver leads to a ratio $R_{ST} = 0.48^3 = 0.11$, i.e., the memory cost of the optimal scheme is 11% of the conventional scheme. Table 2 summarizes the ratio of memory cost for each case. Compared with using the conventional scheme, the memory cost of using the optimized scheme reduces to a percentage between 5.37% and 10.3% with a direct linear solver, and for an iterative solver the ratio ranges from 11.2% to 18.2%. Note that the computational complexity also decreases, because extra algebraic operations related to solving the system are saved due to the smaller number of unknowns from a coarser sampling. Such improvements would significantly mitigate the computational burden of the 3D viscoelastic wave modeling.

2.5. Implementation of seismic attenuation

Compared with the time-domain wave modeling, incorporating the intrinsic attenuation of the medium is straightforward in the frequency-domain by using complex-valued wave velocities. In this study, we use the Kolsky–Futterman model without the dispersion term [27,16] such that

$$
\tilde{c}(\omega) = c \left(1 - i \text{sign}(\omega) \frac{1}{2Q}\right),
$$

(33)

where $c$ is the velocity of P- or S- waves, $i$ denotes the imaginary unit, $\text{sign}(\cdot)$ is the sign function, $\omega$ is the angular frequency, and $Q$ is the quality factor. Note that the smaller $Q$ is, the more attenuating the medium is, whereas using great values for $Q$ corresponds to almost non-attenuating medium.
Fig. 4. Dispersion curves of normalized P-wave and S-wave group velocities using the conventional coefficients (in gray) and the optimal coefficients (in red). The curves are plotted for propagation angles with respect to the x-axis and the z-axis both ranging from 0 to π/4, and for the Poisson’s ratios equal to σ = 0.25 (left) and 0.49 (right). Gs is the number of grid-points per minimum S-wavelength. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

### Table 2

<table>
<thead>
<tr>
<th>ε&lt;sub&gt;lim&lt;/sub&gt;</th>
<th>N&lt;sub&gt;opt&lt;/sub&gt;</th>
<th>N&lt;sub&gt;con&lt;/sub&gt;</th>
<th>R&lt;sub&gt;N&lt;/sub&gt;</th>
<th>R&lt;sub&gt;ST&lt;/sub&gt; (Dir)</th>
<th>R&lt;sub&gt;ST&lt;/sub&gt; (Itr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1%</td>
<td>3.70</td>
<td>7.69</td>
<td>0.48</td>
<td>5.37%</td>
<td>11.2%</td>
</tr>
<tr>
<td>2%</td>
<td>3.45</td>
<td>6.67</td>
<td>0.52</td>
<td>7.16%</td>
<td>13.8%</td>
</tr>
<tr>
<td>3%</td>
<td>3.33</td>
<td>5.88</td>
<td>0.57</td>
<td>10.3%</td>
<td>18.2%</td>
</tr>
</tbody>
</table>

3. Numerical results

In this section, we first give a brief introduction of the CARP-CG method. Then we validate the accuracy of the optimal scheme by comparing the numerical results with the analytic solutions in homogeneous media. The superiority over the conventional scheme is also verified through presenting the profiles of the wavefields and through the error analysis with different experimental settings.

#### 3.1. The CARP-CG method

CARP-CG method is a conjugate gradient (CG) acceleration of the component-averaged row projections (CARP) algorithm [18,20]. The acceleration procedure follows the ideas of the CGMN method [4,19], where the symmetric Kaczmarz row projections [26] is used to transform the indefinite ill-conditioned linear system into a symmetric positive semi-definite system. CG is thus applicable to solve the resultant system. With the component averaging operations, CARP acts as a block-parallel version of the Kaczmarz method (which is inherently sequential).

As mentioned in [18], the component averaging operations are equivalent to performing orthogonal projections onto certain hyperplanes, so by representing these hyperplanes as equations and adding these so-called “averaging equations” to the system, the projections can be done as part of the Kaczmarz iterations. Thus CARP-CG in the regular space is mathematically equivalent to CGMN in the extended space. As a sequence, CARP-CG shares the same robustness as the CGMN method.
Because the impedance matrix is sparse and the bandwidth is small enough, the components are only shared by adjacent matrix blocks, which means the averaging operations are limited to the subdomains that share a boundary. Therefore, the communication is limited to two cores, which leads to a good scalability of CARP-CG [31].

In the following experiments, the stopping criterion for the iterations is based on the relative residual:

\[
\frac{\|b - Ax^k\|}{\|b - Ax^0\|} < 10^{-5},
\]

where \(x^0\) is the starting point, which is set to 0. The relaxation parameter \(\gamma = 1\) is selected by trial and error. Note that the number of blocks divided from the matrix is equal to the number of processors used in the experiments. In our particular implementation, the grid-points are ordered in the \(z, y, x\) manner. Hence the partitioning of the matrix is equivalent to a division in the \(x\)-axis in terms of the physical domain, i.e., the cube is divided into several slabs along \(x\)-axis. Because most of the 3D model has smaller \(y\) and \(z\) dimensions, such a division yields an impedance matrix with a smaller bandwidth.

### 3.2. Comparison with analytic solutions

#### 3.2.1. The acoustic case

By setting the velocity of shear wave to zero and using an explosive source, the propagation of acoustic waves inside an infinite homogeneous medium can be simulated with the elastic setups. In this case, any normal stress component \((\tau_{xx}, \tau_{yy}\) and \(\tau_{zz}\) is equivalent to the acoustic pressure \(P\). With \(V_3=0\) and an explosive source (a same increment \(\tau\) for \(\tau_{xx}, \tau_{yy}\) and \(\tau_{zz}\)), the elastic system (11) reduces to the following acoustic case

\[
\begin{align*}
-\omega^2 \tau_{xx} &= V_p^2 (\delta_{xx} \tau_{xx} + \delta_{yy} \tau_{yy} + \delta_{zz} \tau_{zz}) - \omega^2 \tau, \\
-\omega^2 \tau_{yy} &= V_p^2 (\delta_{xx} \tau_{xx} + \delta_{yy} \tau_{yy} + \delta_{zz} \tau_{zz}) - \omega^2 \tau, \\
-\omega^2 \tau_{zz} &= V_p^2 (\delta_{xx} \tau_{xx} + \delta_{yy} \tau_{yy} + \delta_{zz} \tau_{zz}) - \omega^2 \tau,
\end{align*}
\]

where \(\tau_{xx} = \tau_{yy} = \tau_{zz} = P(x, y, z)\). With proper rearrangement and by setting

\[
\tau = -\frac{V_p^2}{\omega^2} \delta(x-x_s)\delta(y-y_s)\delta(z-z_s),
\]

we obtain the Helmholtz equation

\[
\Delta P + k^2 P = -\delta(x-x_s)\delta(y-y_s)\delta(z-z_s),
\]

where \(\Delta\) is the Laplace operator, \(k = \omega/V_p\) is the wavenumber, and \(x_s = (x_s, y_s, z_s)\) is the location of the point source. Thus we have the Green’s function [5]

\[
P(x) = \frac{e^{ik|x-x_s|}}{4\pi|x-x_s|},
\]

as the analytic solution of equation (37).

For the numerical experiments, we keep the same discretization process of the elastic equations as described previously. The source is adapted according to equation (36). The pressure field is obtained from the calculated particle velocities. A computational domain of size \(2\text{ km} \times 2\text{ km} \times 2\text{ km}\) is uniformly discretized into a \(81 \times 81 \times 81\) grid with a spatial interval of 25 m. The perfectly matched layers (PML) are attached around the computational domain to absorb the outgoing waves and to avoid the artificial reflections [3]. The number of PML grid-points is set to 10 and the absorbing coefficient is given by trial and error. Thus the grid ends up to be of size \(101 \times 101 \times 101\) and the degree of freedom of this linear system is 3,090,903. Solving such a linear system may consume hundreds of gigabytes of RAM for a direct solver based on the LU decomposition [21,41,42]. Using the CARP-CG method, however, only requires around 2 GB of RAM in total, and this amount is further shared by different processors if parallelization is taken into account.

An explosive point source is excited at the center of the domain. The P-wave velocity \(V_p\) is 2500 m/s, the S-wave velocity \(V_s\) is set to zero and the density is 1000 kg/m\(^3\). Several wave modeling is carried out at four frequencies: 10 Hz, 20 Hz, 25 Hz and 30 Hz. Given the fixed grid size and spatial interval, the corresponding number of grid-points per minimum wavelength varies from 10.5 to 4 to 3.3 respectively. Different levels of attenuation \(Q = 5, 10, 20, 200, \infty\) are incorporated, where smaller value of \(Q\) generates more attenuating medium and by infinite \(Q\) we mean no attenuation. Considering the elapsed time, it requires about 728.18 seconds with 4 cores to perform a modeling at 10 Hz without attenuation, which is the most time-consuming test among different frequencies and different levels of attenuation. The number of iterations of CARP-CG is 976.

Fig. 5 presents the real part of the 3D acoustic pressure wavefield obtained from the analytic solution, the conventional scheme and the optimal scheme with \(Q = \infty\) and 20 at 30 Hz (i.e., 3.3 grid-points per minimum wavelength).
The results are presented. However, weaker wavefields are clearly seen, even though the wavefields at \( Q = \infty \) are closer to the analytic solution than those at \( Q = 20 \). The relative errors, which are defined as

\[
\epsilon_{\text{rel}} = \frac{|P_{\text{analytic}} - P_{\text{numerical}}|}{|P_{\text{analytic}}|},
\]

The source point is skipped during the computation because the analytic solution is not defined at this point. Fig. 8 presents the relative errors of the conventional and optimal results as a function of frequency with different levels of attenuation. The first \( x \)-axis (bottom) represents the frequency and the second \( x \)-axis (top) contains the corresponding value of \( K_s \), which is the inverse of the number of grid-points per minimum wavelength. As shown in the figure, the errors of the optimal results are generally smaller than those of the conventional ones. We see that the relative errors of the optimal results remain small between 10Hz and 30Hz, which is consistent with the range of \( K_s, [0, 0.33] \), selected for the optimization. The counterpart of the conventional results appears to be relatively unsatisfactory. Note that the errors become smaller if more attenuation is incorporated. This can be explained by the fact that with more attenuation, the amplitude decays faster as the distance from the source point increases. Hence, the error also diminishes due to the attenuation.

The wavefields are selected to present the numerical results in the rest of this work if not specified otherwise. The wavefields with the same level of attenuation are plotted with the same color scale. Discrepancies between the analytic and the conventional wavefields can be clearly observed, while the optimal results are shown to be perfectly consistent with the analytic solutions. The attenuation effects can be also seen between the first and second rows. Compared with the wavefields with \( Q = \infty \), those with \( Q = 20 \) are entirely attenuated and the amplitudes far from the source are relatively weaker than that at the center.

Further comparisons are carried out by presenting the profiles of the pressure \( P \) for \( x = 1000m \) and \( x = 675m \) in the \( x-z \) plane sliced at \( y = 1000m \). Fig. 6 shows these profiles of \( P \) with \( Q = 20 \) at 10Hz, 20Hz, 25Hz and 30Hz. As can be seen, both the conventional and optimal results agree well at 10Hz (i.e., 10 grid-points per minimum wavelength). However, the conventional profile starts to deviate from the analytic solution as the frequency increases. The deviation can be clearly observed at 25Hz and 30Hz, especially for the profiles of \( x = 675m \), while the optimal profiles fit very well. The attenuation effects can be seen more clearly in Fig. 7, where the profiles at 30Hz with \( Q = 5, 10, 20, 200 \) and \( \infty \) are presented. The profile amplitude becomes increasingly attenuated as \( Q \) decreases. Still, the optimal profiles agree very well with the analytic solutions, but the conventional ones are distorted in shape.

Quantitative comparison is conducted by calculating the difference between the analytic and numerical wavefields. Taking the pressure wavefield \( P \) as example, the relative error is defined as follows:
3.2.2. The elastic case

The analytic solution of the elastodynamic system is computed following the method given in [44,21]. The time-domain elastic equation with a point force along the z-axis in an infinite homogeneous medium can be written as

\[
\left( \frac{\lambda + 2\mu}{\rho} \right) \nabla \nabla \cdot \mathbf{u} - \frac{\mu}{\rho} \nabla \times \nabla \times \mathbf{u} - \frac{\partial^2 \mathbf{u}}{\partial t^2} = -\frac{\delta(R)}{R^2},
\]

where \(\mathbf{u} = (u_x, u_y, u_z)\) is the particle displacement, \(R = |\mathbf{x} - \mathbf{x}_s|\) is the distance from the source and \(\delta\) is the Dirac function. Note that the attenuation can be implicitly embedded in the Lamé parameters through using complex velocities (33). Transforming equation (40) into the frequency domain, Pilant [44] derives the following expression of the analytic solution after proper developments

\[
\mathbf{u} = \frac{-F(\omega)}{4\pi \rho \omega^2} \left[ \nabla \nabla \cdot \left( \frac{e^{-ik_p R}}{R} \mathbf{e}_z - \frac{e^{-ik_s R}}{R} \mathbf{e}_z \right) - k_s^2 e^{-ik_s R} \mathbf{e}_z \right],
\]

where the wavenumbers \(k_p\) and \(k_s\) become complex in the viscoelastic case. To facilitate the calculation, Gosselin-Cliche and Giroux [21] provide an expanded expression of equation (41) as follows
Fig. 8. Relative errors of the pressure wavefield $P$ using the conventional and the optimal scheme, plotted as a function of the frequency with different levels of attenuation. The first x-axis (bottom) represents the frequency and the second x-axis (top) contains the corresponding value of $K_r$ which is the inverse of the number of grid-points per minimum wavelength.

$\mathbf{u} = \frac{F(\omega)}{4\pi \rho R^5 \omega^2} \left[ xz \left( (R^2 k_p^2 - 3 - 3ik_p R)e^{-ik_p R} + (3 + 3ik_p R - R^2 k_p^2)e^{-ik_p R} \right) \mathbf{e}_x \\
+ yz \left( (R^2 k_p^2 - 3 - 3ik_p R)e^{-ik_p R} + (3 + 3ik_p R - R^2 k_p^2)e^{-ik_p R} \right) \mathbf{e}_y \\
+ \left( (x^2 + y^2 - 2z^2)(e^{-ik_p R} - e^{-ik_x R}) + (z^2 R^2 k_p^2 + i(x^2 + y^2 - 2z^2))Rk_p e^{-ik_p R} \\
+ (z^2 R^2 k_p^2 - i(x^2 + y^2 - 2z^2))Rk_z e^{-ik_z R} \right) \mathbf{e}_z \right].$ (42)

In order to be consistent with the numerically calculated particle velocities $\mathbf{v}$, the particle displacement field $\mathbf{u}$ obtained from equation (42) needs to be multiplied by a factor of $i\omega$, i.e.,

$\mathbf{v} = i\omega \mathbf{u},$ (43)

according to the principle of Fourier transform.

In the numerical experiments, we keep the geometry settings given in the previous section. The $P$-wave velocity is 5000 m/s, the $S$-wave velocity is 2500 m/s, and the density is 1000 kg/m$^3$. The frequencies are chosen from 10 Hz to 30 Hz with a step of 1 Hz. Similarly, the corresponding number of grid-points per minimum shear wavelength varies from 10 to 33. Five levels of attenuation $Q = 5, 10, 20, 200 \text{ and } \infty$ are taken into account. A point force along the $z$-axis located in the center of the domain is used as the source to conform to the wave equation (40). As for the computational requirement for the linear solver CARP-CG, the memory consumed during the iterations is 2 GB, same as the acoustic case. The elapsed time, however, is around 956.82 seconds with 8 cores for a modeling at 10 Hz without attenuation, which is also the most time-consuming test among different frequencies and different levels of attenuation. The number of iterations of CARP-CG is 4628. In spite of using twice the number of cores, the elapsed time becomes longer than that in the acoustic case. This may be caused by the generation of both $P$-waves and $S$-waves, whose complexities could delay the convergence of the CARP-CG method (i.e., the number of iterations for the acoustic and elastic cases).

Fig. 9 shows the 3D elastic wavefields of particle velocities $v_x, v_y$ and $v_z$ computed from the analytic solution, the conventional and the optimal scheme with $Q = 20$ at 30 Hz (i.e., 33 grid-points per minimum shear wavelength). The wavefields for each particle velocity component are plotted using the same color scale. As can be seen, the optimal wavefields are almost the same as the analytic solutions both in shape and amplitude, while the conventional ones fail to fit. Similarly as in the previous section, the profiles of these wavefields are presented to check the consistency between the analytic and the numerical results. Figs. 10, 11 and 12 present the profiles of particle velocity wavefields $v_x, v_y$ and $v_z$ for $z = 675 \text{ m}$ (left) and $x = 675 \text{ m}$ (right) in the $x$-$z$ plane sliced at $y = 1000 \text{ m}$, with $Q = 20$ at 10 Hz, 20 Hz, 25 Hz and 30 Hz. As shown in these figures, the profiles of both conventional and optimal results agree very well with the analytic solutions at 10 Hz. Deviation becomes more and more severe for the conventional results as the frequency increases, whereas it is not the case for the optimal ones. Taking the profiles at 30 Hz as example, the conventional profiles for $z = 675 \text{ m}$ has a smaller amplitude than the analytic solution and the wave cycles are shifted. For the profiles of $x = 675 \text{ m}$, the values near the center deviate badly from the analytic ones. The optimal profiles, nevertheless, remain to fit the analytic solutions very well.

Profiles of $v_z$ at 30 Hz with different levels of attenuation are presented in Fig. 13 as an example to better illustrate the attenuation effect. The figures of $v_x$ and $v_y$ are omitted here due to their similar attenuation effect as shown in Fig. 13. As can be seen, the amplitude decays more as $Q$ decreases. The better performance of the optimal scheme can also be verified by comparing the profiles in this figure. The correspondence between the optimal profiles and the analytical solutions is excellent, while the conventional profiles depart significantly in shape.
Fig. 9. 3D elastic wavefields of the particle velocity $v_x$ (first row), $v_y$ (second row) and $v_z$ (third row) with $Q = 20$ at 30 Hz, computed from the analytic solution (first column), the conventional scheme (second column) and the optimal scheme (third column). The wavefields in each row are plotted using the same color scale shown on the right-most side. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

For the quantitative comparison, the definition given in equation (39) are used for calculating the relative errors. Fig. 14 shows the relative errors of the particle velocity wavefields $v_x$ (left), $v_y$ (middle) and $v_z$ (right) using the conventional and the optimal scheme. The errors are plotted as a function of the frequency with different levels of attenuation. The first x-axis (bottom) represents the frequency and the second x-axis (top) contains the corresponding value of $K_s$ which is the inverse of the number of grid-points per minimum wavelength. In general, the same phenomenon can be observed as in the acoustic case: the error produced by the optimal results are smaller than the conventional ones and the error of attenuated wavefields are smaller than those without attenuation. The error of the optimal results between 10 Hz and 30 Hz are very small which can be considered a natural consequence of the optimization on $K_s$ in the range of [0, 0.33].

4. Conclusion

We have investigated an optimal four-order staggered-grid FD scheme for 3D frequency-domain viscoelastic wave modeling. An ALM strategy is implemented to minimize the grid dispersion and grid anisotropy. The optimal FD coefficients and the mass weighting coefficients are determined by optimizing the misfit between the normalized phase velocities and the unity. The Levenberg–Marquardt method and the simulated annealing algorithm are used to tackle the optimization problem. Inheriting from the properties of the staggered-grid scheme, the optimal scheme is stable for different values of Poisson's ratio, and the grid dispersion and grid anisotropy are small and relatively insensitive to Poisson's ratio. Dispersion
Fig. 10. Profiles of particle velocity wavefield $v_x$ for $z = 675$ m (left) and $x = 675$ m (right) in the $x$-$z$ plane sliced at $y = 1000$ m with $Q = 20$ at different frequencies.

Fig. 11. Profiles of particle velocity wavefield $v_y$ for $z = 675$ m (left) and $x = 675$ m (right) in the $x$-$z$ plane sliced at $y = 1000$ m with $Q = 20$ at different frequencies.

analysis also shows that using the optimal coefficients allows a coarse sampling that requires only 3.7 grid-points per minimum shear wavelength under the error limit of 1%. Moreover, compared with using the conventional fourth-order scheme, the memory requirement reduces to a percentage of 5.37% for a direct solver and 11.2% for an iterative solver under the error limit of 1%, and these numbers change to 10.3% and 18.3% respectively if the error limit is 3%. Such a reduction would significantly relieve the computational burden for 3D viscoelastic wave modeling problems.

Validations of the numerical solutions are conducted using both the viscoacoustic and the viscoelastic analytic solutions with different levels of attenuation. The acoustic pressure wavefields are calculated within the elastic discretization framework by setting $V_s = 0$ and using an explosive source. For the elastic case, a point force along $z$-axis serves as the source to generate the particle velocity wavefields. Several 3D volume visualizations and 1D profiles of these wavefields show that the
optimal results conform better to the analytic solutions, even by a sampling with 2.5 grid-points per minimum wavelength. Quantitative comparison verifies the smaller error of the optimal results, especially for samplings finer than 3 grid-points per minimum wavelength, which is consistent with the optimization over $K_s$ in the range of $[0, 0.33]$. We have observed that the errors of wavefields with strong attenuation are smaller than those with weak attenuation. This could be explained by the fact that with strong attenuation, the amplitude of the wavefields decays faster as the distance from the source point increases. The error hence diminishes due to the attenuation. The CARP-CG method used as the linear solver has shown satisfactory memory efficiency compared to the direct solvers and good converging ability for viscoelastic modeling.

Note that the optimal coefficients could also be applied in the time-domain, where the time step should be chosen according to the Courant–Friedrichs–Lewy stability condition. On the other hand, given the significant reduction in memory cost, this optimal scheme could be potentially incorporated into large scale memory-consuming seismic imaging applications, such as reverse time migration or full waveform inversion, and further study is thus lead.
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Fig. 12. Profiles of particle velocity wavefield $v_z$ for $z = 675$ m (left) and $x = 675$ m (right) in the $x$-$z$ plane sliced at $y = 1000$ m with $Q = 20$ at different frequencies.

Fig. 13. Profiles of particle velocity wavefield $v_z$ for $x = 675$ m in the $x$-$z$ plane sliced at $y = 1000$ m at 30Hz with different levels of attenuation.
Appendix A. Derivation of \( P_0, P_1 \) and \( P_2 \)

In order to elaborate on the derivation of the normalized phase velocities, the intermediate formulas for computing \( P_0, P_1 \) and \( P_2 \) are presented, which is originally provided in \([21]\). Calculating the determinant of matrix \( (4) \) generates a polynomial of the third degree on the variable \( \omega^2 \) which is

\[
A + B(\omega^2) + C(\omega^2)^2 + (\omega^2)^3 = 0, \tag{A.1}
\]

where \( A, B, C \) are defined as

\[
A = (\Delta^2 \rho D_m)^{-3} (a_{3,0} \mu^3 + a_{2,1} \mu^2 v + a_{1,2} \mu v^2 + a_{0,3} v^3),
\]

\[
B = (\Delta^2 \rho D_m)^{-2} (b_{2,0} \mu^2 + b_{1,1} \mu v + b_{0,2} v^2), \tag{A.2}
\]

\[
C = (\Delta^2 \rho D_m)^{-1} (c_{1,0} \mu + c_{0,1} v).
\]

The lowercase coefficients \( a, b, c \) are equations of the discrete differential operators

\[
a_{3,0} = D_{xx}(D_{yy}^2 + D_{zz}^2 - D_{xx}^2 - D_{xy}^2) + D_{yy}(D_{yy}^2 + D_{zz}^2 - D_{yy}^2 - D_{xy}^2) + D_{zz}(D_{xx}^2 + D_{yy}^2 - D_{xy}^2 - D_{zz}^2)
- 2D_{xy}D_{yz}D_{zx} + 2D_{xx}D_{yy}D_{zz},
\]

\[
a_{2,1} = D_{xx}^2 + D_{yy}^2 + D_{zz}^2 + D_{xx}(D_{yy}^2 + D_{zz}^2 - D_{xx}^2 - D_{xy}^2) + D_{yy}(D_{yy}^2 + D_{zz}^2 - D_{yy}^2 - D_{xy}^2) + D_{zz}(D_{xx}^2 + D_{yy}^2 - D_{xy}^2 - D_{zz}^2)
- 2D_{xy}D_{yz}D_{zx} + 2D_{xx}D_{yy}D_{zz},
\]

\[
a_{1,2} = D_{xx}(D_{yy}^2 + D_{zz}^2 - D_{xx}^2 - D_{xy}^2) + D_{yy}(D_{xx}^2 + D_{zz}^2 - D_{yy}^2 - D_{xy}^2) + D_{zz}(D_{xx}^2 + D_{yy}^2 - D_{xy}^2 - D_{zz}^2)
- 6D_{xy}D_{yz}D_{zx} + 3D_{xx}D_{yy}D_{zz},
\]

\[
a_{0,3} = -(D_{xx}D_{yz}^2 + D_{yy}D_{zx}^2 + D_{zz}D_{xy}^2) + 2D_{xy}D_{yz}D_{zx} + D_{xx}D_{yy}D_{zz},
\]

\[
(4) \text{ generates a polynomial of the third degree on the variable } \omega^2 \text{ which is}
\]

\[
A + B(\omega^2) + C(\omega^2)^2 + (\omega^2)^3 = 0, \tag{A.1}
\]

\[
A = (\Delta^2 \rho D_m)^{-3} (a_{3,0} \mu^3 + a_{2,1} \mu^2 v + a_{1,2} \mu v^2 + a_{0,3} v^3),
\]

\[
B = (\Delta^2 \rho D_m)^{-2} (b_{2,0} \mu^2 + b_{1,1} \mu v + b_{0,2} v^2), \tag{A.2}
\]

\[
C = (\Delta^2 \rho D_m)^{-1} (c_{1,0} \mu + c_{0,1} v).
\]
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Fig. 14. Relative errors of the particle velocity wavefields \( v_x \) (left), \( v_y \) (middle) and \( v_z \) (right) using the conventional and the optimal scheme, plotted as a function of the frequency with different levels of attenuation. The first x-axis (bottom) represents the frequency and the second x-axis (top) contains the corresponding value of \( K \), which is the inverse of the number of grid-points per minimum wavelength.
\[ b_{2,0} = (D_{xx}^2 + D_{xy}^2 + D_{xz}^2) - (D_{y2}^2 + D_{z2}^2 + D_{y2}^2) + 3(D_{xx}D_{yy} + D_{xx}D_{zz} + D_{yy}D_{zz}), \]
\[ b_{1,1} = 2(D_{xx}^2 + D_{yy}^2 + D_{zz}^2) + 2(D_{y2}^2 + D_{z2}^2 + D_{y2}^2) + 2(D_{xx}D_{yy} + D_{xx}D_{zz} + D_{yy}D_{zz}). \]  
\[ b_{0,2} = - (D_{y2}^2 + D_{z2}^2 + D_{y2}^2) + (D_{xx}D_{yy} + D_{xx}D_{zz} + D_{yy}D_{zz}), \]
\[ c_{1,0} = 2(D_{xx} + D_{yy} + D_{zz}), \]
\[ c_{0,1} = D_{xx} + D_{yy} + D_{zz}. \]

The cube roots of polynomial (A.1) are
\[ \omega_p^2 = - \frac{C}{3} + (S + T), \]
\[ \omega_{s1}^2 = - \frac{C}{3} - \frac{1}{2}(S + T) + \frac{i\sqrt{3}}{2}(S - T), \]
\[ \omega_{s2}^2 = - \frac{C}{3} - \frac{1}{2}(S + T) - \frac{i\sqrt{3}}{2}(S - T), \]

where
\[ S = (R + \sqrt{R^2 + Q^2})^\frac{1}{3}, \]
\[ T = (R - \sqrt{R^2 + Q^2})^\frac{1}{3}, \]
\[ R = \frac{9BC - 2C^3 - 27A}{54}, \]
\[ Q = \frac{3B - C^2}{9}. \]

With these developments, we could recall equations (5) and (6) and give the expressions of \( P_0, P_1 \) and \( P_2 \) in the following
\[ P_0 = c_{1,0} \mu + c_{0,1} v, \]
\[ P_1 = q_{2,0} \mu^2 + q_{1,1} \mu v + q_{0,2} v^2, \]
\[ P_2 = r_{3,0} \mu^3 + r_{2,1} \mu^2 v + r_{1,2} \mu v^2 + r_{0,3} v^3. \]

and
\[ q_{2,0} = - \frac{1}{9} c_{1,0}^2 + \frac{1}{3} b_{2,0}, \]
\[ q_{1,1} = - \frac{2}{9} c_{0,1} c_{1,0} + \frac{1}{3} b_{1,1}, \]
\[ q_{0,2} = - \frac{1}{9} c_{0,1}^2 + \frac{1}{3} b_{0,2}, \]
\[ r_{3,0} = - \frac{1}{27} c_{1,0}^3 + \frac{1}{6} c_{1,0} b_{2,0} - \frac{1}{2} a_{3,0}, \]
\[ r_{2,1} = - \frac{1}{9} c_{0,1} c_{1,0}^2 + \frac{1}{6} c_{1,0} b_{2,0} + \frac{1}{6} c_{1,0} b_{1,1} - \frac{1}{2} a_{2,1}, \]
\[ r_{1,2} = - \frac{1}{9} c_{1,0} c_{0,1}^2 + \frac{1}{6} c_{1,0} b_{0,2} + \frac{1}{6} c_{0,1} b_{1,1} - \frac{1}{2} a_{1,2}, \]
\[ r_{0,3} = - \frac{1}{27} c_{0,1}^3 + \frac{1}{6} c_{0,1} b_{0,2} - \frac{1}{2} a_{0,3}. \]

Replacing the elastic moduli \((\mu, v)\) by the Poisson’s ratio \(\sigma\) in equation (8) yields new expressions of \( P_0, P_1 \) and \( P_2 \):
\[ P_0 = p_0^{(0)} \sigma + \tilde{p}_0^{(0)}, \]
\[ P_1 = p_1^{(1)} \sigma^2 + p_1^{(0)} \sigma + \tilde{p}_0^{(1)}, \]
\[ P_2 = p_2^{(2)} \sigma^3 + p_2^{(2)} \sigma^2 + p_1^{(2)} \sigma + \tilde{p}_0^{(2)}. \]

\[ (A.4) \]
with
\[
\begin{align*}
p^{(0)}_1 &= -c_{0,1} - c_{1,0}, \\
p^{(0)}_0 &= c_{0,1} + \frac{1}{2} c_{1,0}, \\
p^{(1)}_2 &= q_{0,2} + q_{1,1} + q_{2,0}, \\
p^{(1)}_1 &= -2q_{0,2} - \frac{3}{2} q_{1,1} - q_{2,0}, \\
p^{(1)}_0 &= q_{0,2} + \frac{1}{2} q_{1,1} + \frac{1}{4} q_{2,0}, \\
p^{(2)}_2 &= -r_{0,3} - r_{1,2} - r_{2,1} - r_{3,0}, \\
p^{(2)}_1 &= 3r_{0,3} + \frac{5}{2} r_{1,2} + 2r_{2,1} + \frac{3}{2} r_{3,0}, \\
p^{(2)}_0 &= -3r_{0,3} - 2r_{1,2} + \frac{5}{4} r_{2,1} - \frac{3}{4} r_{3,0}, \\
p^{(2)}_1 &= r_{0,3} + \frac{1}{2} r_{1,2} + \frac{1}{4} r_{2,1} + \frac{1}{8} r_{3,0}.
\end{align*}
\]
These equations enable us to formulate the discrete phase velocities (10).

Appendix B. Derivation of normalized group velocities

The discrete group velocities of \(P\) - and \(S\)-waves are defined as
\[
\begin{align*}
V_{p}^{gr} &= \frac{\partial \omega_p}{\partial k}, & V_{s1}^{gr} &= \frac{\partial \omega_{s1}}{\partial k}, & V_{s2}^{gr} &= \frac{\partial \omega_{s2}}{\partial k}.
\end{align*}
\]
Calculating the derivative of both sides in equations (5) with respect to \(k\) gives
\[
\begin{align*}
2\omega_p \frac{\partial \omega_p}{\partial k} &= \frac{1}{\rho \Delta^2} \left( -D_m^{-2} \frac{\partial D_m}{\partial k} \Phi + \frac{1}{D_m} \frac{\partial \Phi}{\partial k} \right), \\
2\omega_{s1} \frac{\partial \omega_{s1}}{\partial k} &= \frac{1}{\rho \Delta^2} \left( -D_m^{-2} \frac{\partial D_m}{\partial k} \Psi + \frac{1}{D_m} \frac{\partial \Psi}{\partial k} \right), \\
2\omega_{s2} \frac{\partial \omega_{s2}}{\partial k} &= \frac{1}{\rho \Delta^2} \left( -D_m^{-2} \frac{\partial D_m}{\partial k} \Theta + \frac{1}{D_m} \frac{\partial \Theta}{\partial k} \right).
\end{align*}
\]
where
\[
\begin{align*}
\Phi &= -\frac{P_0}{3} + P_4 + P_5, \\
\Psi &= -\frac{P_0}{3} - \frac{P_4 + P_5}{2} + i \sqrt{3} \left( \frac{P_4 - P_5}{2} \right), \\
\Theta &= -\frac{P_0}{3} - \frac{P_4 + P_5}{2} - i \sqrt{3} \left( \frac{P_4 - P_5}{2} \right).
\end{align*}
\]
Then we obtain the expressions of the normalized group velocities
\[
\begin{align*}
\frac{V_{p}^{gr}}{V_{p}} &= \frac{1}{2 \sqrt{\mu}} \left( -D_m^{-2} \frac{\partial D_m}{\partial k} \Phi + \frac{1}{D_m} \frac{\partial \Phi}{\partial k} \right), \\
\frac{V_{s1}^{gr}}{V_{s1}} &= \frac{1}{2 \sqrt{\mu}} \left( -D_m^{-2} \frac{\partial D_m}{\partial k} \Psi + \frac{1}{D_m} \frac{\partial \Psi}{\partial k} \right), \\
\frac{V_{s2}^{gr}}{V_{s2}} &= \frac{1}{2 \sqrt{\mu}} \left( -D_m^{-2} \frac{\partial D_m}{\partial k} \Theta + \frac{1}{D_m} \frac{\partial \Theta}{\partial k} \right).
\end{align*}
\]
To be consistent with previous development, a variable change from \((\mu, \nu)\) to \(\sigma\) should also be conducted. We omit the expressions of \(\partial D_m / \partial k, \partial P_i / \partial k\), \(i = 0, 4, 5\), which can be obtained from Appendix A, section 2.2 and equation (21) with proper calculations.